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Preface

Once again the study of social change—how arid why social 
systems and actors within systems change over time—is moving to 
center stage in sociology. This shift in substantive concerns has 
placed new demands on sociological methodology and on the prac
tice of sociological research. Although the structural-equation and 
log-linear models routinely used in empirical sociological research 
are exceedingly useful for the study of statics (i.e., relationships at a 
point when change is not occurring), they are ill equipped to accom
modate the renewed interest in social dynamics. Of course, models 
and methods for static analysis may be extended to provide a basis 
for dynamic analysis. But such extensions are neither as simple nor 
as obvious as they may seem as first glance. Basic principles must 
be reconsidered, and old prejudices and intuitions reexamined. Then 
standard techniques need to be revised or replaced.

Some progress toward these extensions has already occurred. 
Our survey of current practice and recent developments (reported in 
Chapter 2) suggests, however, that progress toward the satisfactory 
analysis of change has been very uneven. We believe that without 
a broad framework for thinking about and conducting quantitative, 
empirical studies of social change processes, most advances will re
main isolated and idiosyncratic. This book is the result of our efforts 
to build such a framework.

Any attempt at forging a systematic framework for the em
pirical study of social change must confront two issues. One involves 
the development of dynamic models—models that describe the time

xi



xii Preface

paths of change in phenomena. The other involves the development 
of causal models—models that describe how change in some proper
ties induces change in still other properties. Sociologists have rarely 
used models that deal with both of these issues, that is, dynamic 
models that reflect arguments about causal relationships. We try 
to move in this direction. In doing so we rely heavily on the use 
of formal models to guide attempts at testing hypotheses about the 
processes and causes of change.

One barrier to progress in developing procedures for the em
pirical study of social change is the common failure in sociology to 
distinguish models from methods and data from observation plans. 
By a model we mean an abstract image of reality whose construc
tion has been guided by theory, empirical generalizations from past 
research, and perhaps hunches. In contrast, method refers to the set 
of procedures used to estimate and evaluate a model from data. An 
observation plan is a scheme for systematically collecting informa
tion pertinent to the phenomenon being studied. The adverse con
sequences of failing to distinguish models from methods have been 
compounded by inattention to the fact that multiple observation 
plans can be used to collect data in order to estimate and evaluate 
a model. When models and methods are not distinguished, there is 
a tendency to view a hybrid of a method and a model (e.g., least- 
squares regression) as a universal tool for data analysis rather than 
to see a model as a picture of reality that can be tested by vari
ous methods using data collected under many different observation 
plans.

In our opinion one consequence of the blurring of these dis
tinctions has been that sociologists have tended to rely heavily on 
discrete-time models of change. Discrete-time models are certainly 
appropriate for describing phenomena that change only at fixed, dis
crete time intervals (e.g., consequences of an annual budgetary pro
cess, job changes in labor markets in which annual contracts are uni
versal, political party dominance in a system with regular elections). 
But such phenomena are much less common than ones in which 
changes can occur at any moment. True, a discrete-time observa
tion plan is used almost always in the case of quantitative (metric) 
outcomes and quite often in the case of qualitative (discrete) out
comes. Still, as an image of reality, a model should mirror the way 
changes can occur, not the way data are collected. The relative
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rarity of phenomena that can change only at discrete time points, 
coupled with our belief that models should attempt to fit reality and 
not be dictated by the observation plan used to collect data, led us 
to concentrate on a framework that is unconventional in sociology: 
continuous-time models. In any case, discrete-time models are sim
ply a special case of continuous-time models, and good treatments 
of discrete-time models are already available.

Another obstacle to a broad treatment of dynamic models 
and methods is the very different treatment given to qualitative and 
quantitative outcomes in the extant literature. Sociologists routinely 
apply stochastic models in modeling change in qualitative outcomes. 
In contrast, they invariably use deterministic models of change in 
quantitative outcomes, with randomness entering only at the esti
mation stage. We think that much can be gained from treating both 
types of outcomes consistently. In particular, this consistency seems 
necessary to develop models of change in coupled qualitative and 
quantitative outcomes. Therefore, we again depart from sociological 
convention: we propose a stochastic treatment of both discrete and 
metric outcomes.

Thus, we had four main goals in writing this book:
1. To clarify and develop models and methods for causal analysis 

of dynamic social processes
2. To formulate continuous-time models of change in both quantita

tive and qualitative outcomes and to develop suitable methods 
for estimating these models from the kinds of data commonly 
available to sociologists

3. To develop a stochastic framework for analyzing both qualitative 
and quantitative outcomes

4. To alter the way that sociologists think about the empirical 
study of social change processes

We think we have made a promising start in meeting the 
first and second goals. We have formulated a variety of continuous
time causal models of change in both quantitative and qualitative 
outcomes, and we have also indicated how to estimate these models 
from event histories (in the case of qualitative outcomes) or panel 
data (in the case of quantitative outcomes). We wish that we had 
been more successful in the development of methods for estimating 
continuous-time causal models of change in qualitative variables from
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panel data, but this problem is a thorny one. We decided to say 
very little at all about this topic rather than present methods that 
we consider unsatisfactory.

The third objective has also been tougher to achieve than 
we had hoped. Our treatment of change in qualitative outcomes is 
completely stochastic. But because of the complexity of stochas
tic models of change in quantitative outcomes, we also include an 
extensive discussion of deterministic models of such outcomes. We 
have sketched possible extensions of these models to the stochastic 
case, but we have done little more than scratch the surface of poten
tial applications. Still, we hope that the strategy we have outlined 
will strike a responsive chord and stimulate further work on the im
portant problems involved in developing continuous-time stochastic 
models of change in quantitative outcomes.

We cannot judge how well we have achieved our fourth main 
goal; only our readers can decide that. Our own thinking about 
the study of social change has certainly been transformed as we 
have pondered and written about the topics covered in this book. 
We hope that after reading this book, others will also gain a new 
perspective on how and why to study social dynamics.

This book is addressed primarily to sociologists interested in 
the empirical study of social change, but other social scientists with 
similar concerns should also find it germane. Although the material 
in this books appears, at least at first glance, to be very technical 
by current sociological standards, it is directed at all sociologists 
involved in quantitative empirical research, and not just the narrow 
circle of “mathematical sociologists.” The key points of the book are 
contained in the verbal discussions of the social-scientific motivations 
for the various models and methods that we discuss, and these are il
lustrated, wherever possible, by applications from our own research. 
These include studies of job mobility, impacts of negative income 
tax programs on marital and employment stability, growth and de
cline processes in organizations, organizational mortality, changes in 
political structures, and expansion of national systems of education. 
In using earlier versions of this manuscript in sociology classes at 
Stanford and Berkeley, we found that students can acquire a basic 
understanding of our approach by studying these empirical applica
tions even if they are unable to master all technical details.

We admit, however, that some parts of this book contain
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fairly complicated material, especially Chapters 9, 12, 14, and 15. 
But most sections presume only a background in applied social statis
tics, elementary probability theory, matrix notation, and the calcu
lus. Some familiarity with ordinary differential equations is also 
helpful in places. To help readers from getting bogged down by 
mathematical complexities, we have placed an asterisk before the 
titles of sections containing the more mathematically complicated 
discussions; these may be skipped without loss of continuity.

Since our potential audience also includes mathematically so
phisticated scientists who are interested in applications of stochastic 
models to sociological problems, we must also make clear that we 
proceed rather informally. We make no pretense to mathematical 
rigor: we state important results without proof and refer to stan
dard technical treatments. Insofar as technical, mathematical, and 
statistical matters are concerned, we view this book as an introduc
tion and an orientation to a huge and growing technical literature. 
Anyone who wishes to gain a deeper understanding of the technical 
aspects of the models and methods that we discuss should consult 
the numerous works to which we refer.

This book is divided into three parts. Part I provides a gen
eral background for what follows; it includes both a discussion of 
the substantive importance of dynamic analyses in sociology and a 
review of models and methods previously used by sociologists inter
ested in the empirical study of social dynamics. Part II contains eight 
chapters on models and methods for analyzing change in qualitative 
outcomes; it concentrates mainly on methods based on analysis of 
event-history data. Part III contains six chapters on comparable 
models and methods for analyzing change in quantitative outcomes; 
it focuses primarily on methods based on analysis of panel data. Al
though some of the chapters in Part III build on the material covered 
in Part II, Part III can largely be read independently of Part II.

Readers of books with more than one author often like to 
attribute different parts of a book to one author rather than the 
other(s). Often this attribution is justified. But, although some sec
tions of Social Dynamics were first drafted by Tuma and others were 
first drafted by Hannan, each of us revised and rewrote—sometimes 
extensively—what the other had drafted first. We want readers to 
consider all chapters of this book as written by both of us, and not 
to think of some chapters as Tuma’s and others as Hannan’s.
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Finally, we wish to note that the ordering of our names on 
the title page was decided by a coin toss, as we had decided when we 
first planned this book. We believe that this is appropriate given the 
nature of our collaboration and our firm commitment to probabilistic 
methods.
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1
Why Dynamic Analysis?

Sociological theories have become increasingly concerned with 
social change, and temporal data are becoming widely available. Yet 
empirical social research still addresses primarily questions about 
static relationships (associations among phenomena at a single time 
point) and focuses mainly on cross-sectional analysis. Even when 
time-series or panel data are analyzed, their temporal structure is 
often ignored—the data are treated as though they are cross-sections 
with some additional methodological complications involving auto
correlations. That is, the focus is on change from one equilibrium 
level to another, as measured, for example, by levels of variables at 
successive waves of a panel.

The current distribution of effort in sociology might suggest 
that there is no pressing need for methods for studying change. But 
current practice is a poor indicator of need. The paucity of dynamic 
analysis may reflect a lack of information about how to study change 
empirically as much as a lack of interest in change.

In subsequent chapters we consider models and methods for 
analyzing the actual time paths of change in attributes of individuals 
and social systems. These models and methods are useful for answer
ing questions about the detailed structure of social change processes. 
Since the most convincing evidence of the value of dynamics analysis 
comes from research practice, subsequent chapters discuss applica
tions in which the use of dynamic models and methods seems to have 
enhanced our capacity to formulate and test sociological arguments.

3



4 W hy Dynam ic Analysis? ( 1 )

These applications illustrate both how to think about the study of 
social dynamics and how to do it.

Even though many sociologists are already convinced of the 
need to study social change processes, there is by no means a consen
sus. And those who do perceive this need do not always agree on the 
reasons. Because of these disagreements, this chapter discusses the 
value of dynamic models and methods in general terms. Naturally 
we hope that those who currently do not see the value in dynamic 
analysis will come to appreciate it. But we also hope that those who 
already appreciate it will acquire an expanded understanding of its 
value.

Since models and methods are selected partly because they 
mesh with theoretical concerns, we find it useful to distinguish be
tween theories dealing with static relationships and those dealing 
with social change. The former attempt to describe and explain 
why various attributes of social actors or social systems are associ
ated in particular ways at some moment. The latter try to describe 
and explain how an individual or social system changes over time.

It seems clear that explanations of social change are studied 
best by dynamic analysis. Section 1.1 reviews some of the theoret
ical emphases in sociology that seem to mandate dynamic analysis 
wherever possible. At first glance dynamic analysis may seem irrele
vant to those interested in explaining static relationships. In Section
1.2 we challenge this view. Having stated as forcefully as we can in 
Sections 1.1 and 1.2 why dynamic analysis is valuable, in Section 1.3 
we try to counter common objections to dynamic analysis when its 
intrinsic value is not disputed.

1.1 Dynam ic Analysis for Studying Change

Although realism of description is one element controlling 
choice of models and methods, their fit to larger theoretical objec
tives is another. It is not surprising that the corpus of modern 
quantitative methodology in sociology is static—it was developed in 
a period in which static images of social structure dominated Amer
ican sociology. However, theoretical currents have shifted toward a 
greater concern with processes of change. The standard static meth
ods are ill equipped to address questions about the time-paths of 
change. Thus one reason for pursuing the study of dynamic models
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and methods is to adapt research practices to important theoretical 
concerns of the discipline.

The classical sociological theorists struck a reasonable bal
ance between problems of order and problems of change. Because 
these theorists wrote at a time when industrial capitalism was trans
forming western Europe, not surprisingly they devoted considerable 
attention to the forces that created industrial capitalism, to those 
that shaped its institutional forms (state bureaucracy, factory en
terprise, and so forth), and to the effects of rapid social change on 
individuals. Although their attitudes toward the changes accompa
nying industrialization varied, most of the classic theorists placed 
problems of social change at center stage.

Subsequent sociological theorists, especially in the United 
States, tended to emphasize order and to deemphasize change. The 
stress on problems of order was so complete during the heyday of 
functionalist theory that “social change” became identified as a sub
stantive subfield on a par with institutionally defined subfields such 
as political sociology, sociology of the family, and sociology of re
ligion. That is, change was not a major focus; instead it was one 
possible outcome to be explained within the context of an overarch
ing theory based on the notion of an equilibrium.

The dominance of structural-functional theory broke down 
during the late 1960s. Since then new theoretical perspectives have 
multiplied. Some new theoretical directions retain a strong emphasis 
on equilibrium; others emphasize disequilibrium and change.

One important development exemplifying the former is the 
effort to apply the framework of neoclassical price theory to a broad 
range of social behavior. Initial steps in this direction were made 
by sociologists; two important examples are Emerson’s (1962) and 
Blau’s (1964) theories of power and social exchange. Subsequent 
developments have seen economists applying neoclassical price the
ory to traditional sociological subjects, such as marriage and family 
life (Becker, 1981). In fact, during the 1970s convergences between 
sociology and microeconomics began to occur—compare the role of 
schooling in the status attainment model developed by Blau and 
Duncan (1965) and refined by Duncan, Featherman, and Duncan 
(1972) with Becker’s (1975) theory of human capital, or Hannan, 
Tuma, and Groeneveld’s (1978) model of marital dissolution with 
Becker’s (1981) theory.
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At first glance the development of a sociological perspective 
built on a synthesis of sociology and microeconomics would seem to 
keep the equilibrium assumption at the core of sociological theory. 
Within the social sciences, the faith in equilibrium analysis has been 
nowhere stronger than in microeconomics. The assumption that 
markets function efficiently, so that social systems are almost always 
in equilibrium, has often directed attention away from a serious in
terest in processes of change in the social system. Nevertheless, the 
interest of many sociologists and some radical economists in multiple 
labor markets acts as a force against this. Moreover, whatever the 
view of system-level change, the long-standing interest of sociologists 
in social mobility clearly fosters concern with change processes on 
the individual level. And microeconomists working within the neo
classical framework (e.g., see Ghez and Becker, 1975; Heckman and 
Willis, 1976; MaCurdy, 1981) have done some sophisticated research 
on life-cycle patterns of individual behavior.

The recent interest in the life course of individuals in general 
and in their careers in particular also gives hope that an infusion 
of microeconomic theory into the study of individual behaviors is 
unlikely to stress static analysis. The notion of a life course or a 
career suggests a focus on the dependencies among the successive 
states occupied by an individual. For example, an employment ca
reer is more than a list of the jobs held by an individual. It consists 
of the sequence and timing of the various jobs and their association 
with other events, such as changes in marital status and geograph
ical residence. Thus studies of careers (or the life course) focus on 
the contingencies that pertain to the possible transitions in a career 
line. For example, sociologists and economists have begun to explore 
how characteristics of early employment and unemployment affect 
future employment (Corcoran, 1979; Panel on Youth, 1973; Spiler- 
man, 1977). Others have investigated how changes in husbands’ and 
wives’ labor force behavior unfold over time (Tuma, Robins, and 
Smith-Donals, 1980). Although the rapidly proliferating research on 
the life course and individual careers has a variety of substantive 
foci, it reveals a common interest in studying individual histories.

Many contemporary sociological theories emphasizing change 
are not based on an equilibrium perspective at all. American sociol
ogists’ renewed attention to Marx in the late 1960s has been a major 
force promoting the development of theories that stress change and



its historical context. Although most Marxist and neo-Marxist soci
ologists are hostile to positivist research and prefer a case-oriented 
historical approach, standard quantitative methods have been used 
to address some of the issues prominent in this theoretical tradition 
(for some examples, see Meyer and Hannan, 1979). Some of this re
search is static; it concerns the absence of much change in capitalist 
social structures to date. But some emphasizes processes of societal 
change; for example, see Paige (1975).

Theoretical developments on social movements have also be
gun to emphasize dynamics. Tilly (1978) and Skocpol (1979) have 
been especially prominent in redirecting attention to the organiza
tional bases of collective protest and revolution. Rejecting the as
sumption that collective violence occurs when social structures are 
falling apart, both argue that local social organization is crucial in 
understanding these manifestations of social unrest. Collective vio
lence is not an aberration but a natural by-product of social orga
nization whose forms change as the distribution of power changes. 
Forces that challenge and perhaps overturn the existing order can 
arise even when a system is apparently stable. Such shifts place 
theoretical emphasis squarely on dynamics. For example, a key the
oretical problem is understanding how changes in the strength of 
contending groups, the repressive power of a state, and the nature 
of the relations of a state to its neighbors affect collective violence 
and social revolution. Understanding the timing of collective protest 
and its changing forms requires dynamic analysis.

The theoretical trends sketched above, along with many oth
ers concerned with change, are fairly recent. Moreover, interest in 
explaining how and why social actors and social systems change over 
time seems to be gaining momentum. What some view as disarray in 
contemporary sociology may partly reflect the pluralism and strug
gle involved in moving from questions and arguments about static 
relationships to the interrelated forces for change. If movement con
tinues in this direction, as we think it will, the need for dynamic 
models and methods will grow.

1.2 Dynam ic Analysis for Studying Static Relationships

As we mentioned at the outset, sociologists who wish to ex
plain static relationships—associations among properties of social 
actors or social system at a point in time—may believe that they
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can safely forego the effort of learning and applying dynamic models 
and methods. In this section we argue that this belief is erroneous 
for two main reasons.

First, explanations of static relationships almost always as
sume that these relationships are unchanging, but this assumption 
is usually implausible, as we argue below. In such situations, static 
analysis can be misleading. Since dynamic models have implications 
for relationships at a point in time, dynamic analysis is of great 
value to those who wish to explain static relationships but suspect 
that these are not in equilibrium during the period for which data 
are collected.

Second, dynamic analysis has several methodological advan
tages over cross-sectional analysis that mean this powerful analytic 
tool has value for studying static relationships, even if a steady state 
does exist. The remainder of this section is organized around a dis
cussion of these two themes.

1.2.1 How Often Does an Equilibrium Occur?
Two types of situations must be considered. In one, the phe

nomena to be explained does not appear to have a nontrivial stable 
equilibrium, and change is continual.1 In the other, a stable equi
librium may exist, but the fraction of time spent near it is small. 
Generalizing about relationships at some moment on the basis of 
cross-sectional analysis is apt to be very misleading in either case.

Case 1: Continual Change. As an example of the former, 
consider the relationship among various attributes of individuals— 
their family background, schooling, income, marital status, health, 
happiness, and so forth. Both socially and physiologically, the hu
man individual is continually changing—first growing rapidly and ex
panding its many capacities and and activities; then declining rather 
gradually until death. Norms usually specify how the social lives of 
individuals should change over the life course. Anthropologists (e.g., 
Foner and Kertzer, 1978) report that age-related rites of passage 
occur in almost every society they have studied. In modern indus
trial societies individuals move from the parental home to school to 
employment to retirement to death in a well known fashion, despite

^By nontrivial we mean an equilibrium that is scientifically interesting. For 
example, death of a person or extinction of a species are stable but trivial 
equilibria.
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deviations from the normative order (Hogan, 1978, 1980; Winsbor- 
ough, 1978). That change is an enduring and important feature 
in studying characteristics of individuals is demonstrated by the al
most universal finding of age as an important explanatory variable, 
no matter what personal characteristic or behavior is considered.

Change seems to be the rule rather than the exception for 
other kinds of phenomena studied by sociologists. Most businesses 
are organized around efforts to increase sales and profits, which in
directly lead to an expanded work force in most instances. Many 
churches try to win converts as well as socialize children of adult 
members. Cities (at least in the United States) not only actively 
promote growth in population size and territory but typically re
gard stability as a sign of incipient decay (another form of change); 
see Molotch (1976). Historically many states have also tried to ex
pand in population size and territory. Modern states typically seek 
to increase literacy, educational levels, health, and overall economic 
development (Meyer, 1980). Indeed, many social organizations of all 
types seem organized around a program of growth and expansion, 
not stability. Naturally such a program is not always successful, 
but with such manifest goals it is advisable to be cautious about 
assuming that an equilibrium currently exists.

Case 2: Stability May Exist. Persistence over time does 
seem prevalent in some realms of social life, suggesting that a steady 
state is possible. For example, the culture of primitive societies is 
widely regarded as being intrinsically conservative, that is, designed 
to reproduce itself and to resist innovation. (But at least some as
pects of the culture of modern societies seem far from stable.) The 
power and class structures of societies often seem to change rela
tively slowly, and it is tempting to interpret persistence as a steady 
state. (However, Marx’s forecast of cataclysmic change for the class 
structure under capitalism and Pareto’s notion of cyclical shifts in 
the composition of elites alert us to be watchful for change in these 
social institutions.)

In areas in which we observe considerable persistence over 
time, the key methodological question is, What fraction of time are 
the phenomena being studied very near an equilibrium? If the frac
tion is close to unity, then dynamic analysis is not essential. But if 
the fraction is small, the choice between static and dynamic analysis 
matters a great deal. Even sociologists who wish to address static
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arguments are well advised to conduct dynamic studies and infer 
static relationships from them.

A system is unlikely to spend much time near an equilib
rium when it confronts a volatile environment and adapts slowly to 
changed circumstances. Above we mentioned several aspects of the 
modern world that seem organized to promote change and which 
indeed seem to be changing rapidly. During this century the world’s 
population has grown enormously; the speed of communication and 
transportation has increased substantially; and boundaries among 
societies that were formerly relatively isolated have been weakened. 
In short, not only has the pace of change quickened, but interdepen
dencies have increased. As Simon (1978, p. 4) put it,

When the system is complex and its environment is con
tinually changing (i.e., in the conditions under which bi
ological and social evolution actually take place), there is 
no assurance that the system’s momentary position will 
lie anywhere near a point of equilibrium, whether local or 
global.

By itself the observation that social phenomena change con
tinually does not vitiate static analysis. If typical changes are either 
small or predictable, adaptations may occur rapidly and readily so 
that departures from equilibrium are brief. What matters is the pat
tern of change, especially the magnitude and regularity of change.

Large, irregular (and therefore unpredictable) changes are es
pecially significant because an extended period of disequilibrium is 
likely to follow them, which limits sharply the value of static analysis. 
Consider, for example, the situation of positions at the bottom and 
top of organizational hierarchies. Those at the bottom are usually 
specialized to deal with small, repetitive, and predictable changes; 
in contrast, those at the top deal with less certain, larger, and less 
frequent changes (Barnard, 1938; March and Simon, 1958). Thus, 
static models might describe well the activities of clerical and indus
trial workers, but not the activities of chief executive officers and 
other top managers.

The speed of response of social actors and social systems 
also affects the value of steady-state analysis. If adjustments to 
changed circumstances are quick, even large disturbances may pro
duce only short periods of disequilibrium. Although we know little


