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Preface

This book collects the contributions presented at the International Symposium CompIMAGE 2012: Computa-
tional Modelling of Objects Represented in Images: Fundamentals, Methods and Applications, held in Rome at
the Department of Computer, Control and Management EngineeringAntonio Ruberti of Sapienza University of
Rome, during the period 5–7 September 2012.

This was the 3rd edition of CompIMAGE, after the 2006 Edition held in Coimbra (Portugal) and the 2010
Edition held in Buffalo (USA).

As for the previous editions, the purpose of CompIMAGE 2012 was to bring together researchers in the area
of computational modelling of objects represented in images. Due to the intrinsic interdisciplinary aspects of
computational vision, different approaches, such as optimization methods, geometry, principal component anal-
ysis, stochastic methods, neural networks, fuzzy logic and so on, were presented and discussed by the expertise
attendees, with reference to several applications. Contributions in medicine, material science, surveillance, bio-
metric, robotics, defence, satellite data, architecture were presented, along with methodological works on aspects
concerning image processing and analysis, image segmentation, 2D and 3D reconstruction, data interpolation,
shape modelling, visualization and so on. In this edition, following the cultural and historical background of
Italy, a particular session on artistic, architectural and urban heritages was included to put in evidence a wide
and important field of application for vision and image analysis.

CompIMAGE 2012 brought together researchers coming from about 25 countries all over the World, repre-
senting several fields such as Engineering, Medicine, Mathematics, Physics, Statistic and Architecture. During
the event, five Invited Lectures and 85 contributions were presented.

The Editors
Paolo Di Giamberardino & Daniela Iacoviello

(Sapienza University of Rome)
Renato M. Natal Jorge & João Manuel R. S. Tavares

(University of Porto)
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3D modelling to support dental surgery

D. Avola, A. Petracca & G. Placidi
Department of Health Sciences, University of L’Aquila, L’Aquila, Italy

ABSTRACT: In a previous work, we developed a general purpose framework to support the three-dimensional
reconstruction, rendering and processing of biomedical images, 3D Bio-IPF. In this paper we present a structured
component of 3D Bio-IPF, the plug-in Implant, to model customised dental implants on a three-dimensional
representation of the oral cavity derived from diagnostic images. The proposed tool was tested on different cases
and a result is reported. It has been proven it is very effective for dental surgery planning, implant design and
positioning. Moreover, if integrated with a position indicator system and a numerically positionable drilling
machine, it could be employed for semi-automatic surgery.

1 INTRODUCTION

The need to have detailed high-resolution visual infor-
mation of the tissues and organs of the human body has
led to a growing research of techniques to highlight
their morphological structures and physiological pro-
cesses. The choice of the appropriate set of techniques
depends on the specific diagnostic needs.However, the
ability to represent in a suitable way the interleaved set
of 2D slices, belonging to a given diagnostic exam, can
greatly improve their reading and usage. For this rea-
son, in the last years, there have been many efforts to
provide 3D Computer Aided Diagnosis Systems (3D
CAD Systems) to support different kinds of activities
such as 3D reconstruction and rendering starting from
their 2D representation derived by a descriptive set of
slices (Archirapatkave et al. 2011, Wu et al. 2010).
Moreover, these systems allow skilled users (physi-
cians, radiologists) to use a set of suitable function-
alities (e.g. fly-around, fly-through, multiple-view) to
support different analytical processes. Summarizing,
3D CAD Systems enable users to optimize their work
maximising the analysis process, while reducing time.

In our previous work (Maurizi et al. 2009), we
have developed a 3D Biomedical Image Processing
Framework (3D Bio-IPF), a general purpose multi-
platform system to manage, analyse, reconstruct, ren-
der and process sequences of slices (i.e. a dataset)
with different image formats, including DICOM (Dig-
ital Imaging and COmmunications in Medicine). The
developed system has been designed according to
the plug-in architecture principles by which differ-
ent structured components (i.e. plug-ins) extend the
core environment inheriting from it functionalities and
features, while adding functionalities developed for a
specific target. In this way it is possible to improve
modularity and extensibilitywhileminimizing support
and maintenance costs. In our context, 3D Bio-IPF

makes available to any plug-in a set of primitives
to support different aspects of the image processing
including volumetric three-dimensional reconstruc-
tion and rendering of coherent datasets. This last
aspect is becoming very important in clinical appli-
cations (in particular for surgery planning) where it is
having a growing acceptance from medical commu-
nity. Recently, we focused on improving the technical
aspects of the mentioned system allowing the addi-
tion of different plug-ins. The further step is to select
suitable medical applications where implement, by
different plug-ins, specific CAD Systems.

This paper describes the plug-in Implant, the first
developed and fully tested plug-in for 3D Bio-IPF. It
is designed to model customised dental implants on
a 3D reconstruction of the oral cavity from a diag-
nostic dataset. The used volume rendering algorithm
is similar to those used in (Meissner et al. 2000, Rei-
der et al. 2011). It is important to underline the role
of the volumetric 3D rendering within the medical
imaging field. Until not long ago, 3D reconstruc-
tion of anatomical structures from image tomography
was of poor quality compared to the original set of
two-dimensional images collected from the diagnos-
tic scanner. In particular, the main criticism concerned
the reconstruction process where the 3D transforma-
tion and rendering steps caused a significant loss of
the morphological details.

Recent advancements in 3D methodologies are due
to volume rendering algorithmswhich tend tomaintain
the informative content of the source images during
the rendering process (Smelyanskiy et al. 2009). Obvi-
ously, this advantage is achieved at the expense of a
high computational complexity that forces the devel-
opers to carefully program the CAD Systems and to
use a suitable hardware configuration. Fortunately,
in recent years, the 3D oriented open source frame-
works, packages and libraries allowed awide spread of
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customised solutions for the implementation of effi-
cient algorithms for volume rendering.

The paper is structured as follows. Section 2 dis-
cusses the related work on volume rendering appli-
cations in medical imaging. Both the role and the
usefulness of the volumetric rendering are described
and justification for our choices are provided. Section
3 presents an overview of the 3D Bio-IPF architecture.
Section 4 describes the proposed plug-in, Implant.
Section 5 provides experimental results on a specific
case study. Section 6 concludes the paper.

2 RELATEDWORK

Due to the huge literature on the volume rendering
in medical imaging, we focus only on works which
directly interested our approach. A particular atten-
tion regarded the study of the OsiriX project (Ratib
et al. 2006), an image processing application dedicated
to the DICOM images and specifically designed for
navigation and visualization of multimodal and mul-
tidimensional images. Our purpose is to provide an
alternative framework whose core is more oriented
to the next challenges of the virtual and augmented
reality in medical imaging (Liao et al. 2010). For this
reason, we based our image processing engine on the
ImageJ application (Burger et al. 2009), a completely
programmable environment designed to support the
existing image processing algorithms as well as the
interaction of different types of acquiring devices and
exchanging protocols. We have also considered the
CEREC technology (CEREC 2012) to compare our
functionalities, including usability, user interfaces and
technical features, with ones of a real practical and
advanced CAD system.

A remarkable point of view related to the volume
visualization on different medical imaging fields is
reported in (Zhang et al. 2011), where the authors
make a comprehensive overview of the rendering algo-
rithms highlighting the importance of these techniques
for surgery. An interesting basic work is (Jani et al.
2000). Here the authors explored the volume rendering
approaches applied to different investigation tasks.

Another interesting work is described in (Kuszyk
et al. 1996) where the authors show both surface ren-
dering and volume rendering applied to CT images
for 3D visualization of the skeletal. Although in the
last years both imaging techniques and rendering
algorithms reserved other improvements, the clarifi-
cations made within their paper have to be considered
milestones. In particular, on morphological structures
similar to ones that made up the oral cavity, the authors
showed that volume rendering is considered a flexi-
ble 3D technique that effectively displays a variety of
skeletal pathologies, with few artifacts. This last fac-
tor is of great importance in dental implantologywhere
anatomical features surrounding each tooth can repre-
sent a critical aspect. All the mentioned aspects have
been considered both during the improvement of our
framework and during the development of the Implant
plug-in.

Figure 1. Framework architecture.

3 3D BIO-IPF ARCHITECTURE

This section describes an overview of the 3D Bio-IPF
architecture. As shown in Figure 1, it supports a plug-
in strategy by which different developers, in parallel
way, can dynamically extend the core environment
with ad-hoc components according to specific image
processing needs. The basic feature is that every plug-
in inherits from the core environment the access to all
available functionalities including those implemented
by other plug-ins. The working of the 3D Bio-IPF is
based on a simplified pipeline methodology in which
the output of a system provides the input for another.
Regardless a specific approach, the three-dimensional
reconstruction of an object, starting from a set of 2D
representations,must always involve the following two
logical steps:

– Step 1: a dataset containing a coherent collection
of 2D images has to be filtered. The resulting
dataset has to be processed to extract the informa-
tion needed to create a spatial mapping between
data coming from the 2D images and the 3Dmodel.
The result is a new set of information (i.e. vol-
ume information) that will provide the 3D volume
rendering of the object;

– Step 2: a rendering techniques has to be adopted on
the volume information to provide a related visual
3D interpretation.

In our architecture the first step is performed by
a system based on the ImageJ application (ImageJ
2012), while the second one is achieved by another
system based on the Visualization ToolKit (VTK)
library (VTK 2012). Note that the entire framework
has been designed through open source technologies.

The communication process between the two sys-
tems is accomplished by a support file inVTK format.
The structure of the file is quite complex (VTK-
File 2012). It contains, within specific structures (e.g.
dataset structure and dataset attributes), the required
geometrical and topological information to build the
3Dmodel reconstruction of an object.Themain aspect
of the system (shown in the next two sub-sections)
regards both the process used by ImageJ to derive and
store (within theVTK file) thementioned information,
and the process used byVTK to retrieve and use (from
the VTK file) them. For completeness, we point out
that the framework uses other VTK files to perform
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Figure 2. Usage of a dental implant (a) and its structure (b).

the switch between the different spatial visualization
(from 2D to 3D and vice versa), when necessary.

3.1 ImageJ

ImageJ is a public domain multi-platform image anal-
ysis and processing application developed using one
of the most popular programming languages: Java.
ImageJ has been chosen as result of a deep comparison
of its features with similar applications. Summarizing,
it has been considered compliant to our purposes for
the following strength points:

– user community: it has a large and knowledge-
able worldwide developers community supporting
a growing set of research applications;

– runs everywhere: it has been written in Java that
implies it is multi-platform;

– toolkit: it has libraries that allow the development
of web-services oriented architecture;

– image enhancement: it implements the most rel-
evant and recent image filtering algorithms for
different image formats;

– speed: it is the world’s fastest pure Java image pro-
cessing program. It can filter a 2048x2048 image
in 0.1 seconds (on middle level hardware configu-
rations), corresponding to 40 millions of pixels per
second.

Moreover, ImageJ has a virtually infinite growing
collection of native filters/operators, macros and plug-
ins that allow developers to face research issues using
different attractive solutions.

We used and customised the set of 2D manage-
ment functionalities provided by the native packages
of ImageJ to extract the geometrical and topologi-
cal features useful to create the volume information.
The system starts from the information (e.g. sequen-
tial number, thickness, interval) contained within the
DICOM source images (the header) to build an initial
empty space where the informative content of each 2D
image is linked. This operation is performed by con-
sidering both colour patterns of the correlated portions
of the source images and dimension of the 3D empty
space. In this way, the system creates the descriptive
functions to perform the transposition activity. Each
function can be defined as a primitive able to identify
mathematically the mentioned patterns.

3.2 VTK library

The VTK library is an open source, freely avail-
able cross-platform for 3D computer graphics, image

Figure 3. Steps of the dental implant surgery.

processing and visualization. It consists of a C++
class and several interpreted interface layers including
the Java language. Like ImageJ alsoVTK is supported
by a wide community that ensures a professional
support and a growing availability of heterogeneous
solutions.

The library supports a wide variety of visualization
algorithms including: scalar, vector, texture and vol-
umetric methods; and advanced modeling techniques
such as: implicit modeling, polygon reduction, mesh
smoothing, cutting and contouring. In our context, it
has been chosen to support the rendering process of the
volume information. Usually, in medical image area,
this aim is reached by the following techniques: Mul-
tiPlanar rendering (MPR), Surface Rendering (SR)
andVolume Rendering (VR).We have adopted the last
technique, favouring the visualization of the entire vol-
ume transparence of the object. In particular, starting
from the previously computed volume information,
our system processes the correlated set of pixels,
according to the three planar spaces, and builds the
relative volumetric picture element (voxel). In this
way, each voxel represents the set of pixels, suitably
arranged, coming from the different orthogonal planes.

4 IMPLANT PLUG-IN

Implantology is a complex field of the dentistry deal-
ing with the replacement of missing teeth with syn-
thetic roots (the implants), anchored to mandibular or
to maxillary bone, on which are mounted mobile or
fixed prosthesis for the restoration of the masticatory
functions. Implant solutions help to maintain healthy
teeth intact since their installation does not require
the modification of nearest healthy teeth. Figure 2a
shows a typical replacing of a molar with a common
implant, while Figure 2b shows the basic components
of the prosthesis (implant/root, abutment/support and
prosthesis/crown).

A dental replacement takes between 45 and 90 min-
utes under local anesthesia. The procedure requires
first the incision of the gum. Then, by a suitable set of
surgical drills, the cavity inside the bone is perforated.
Subsequently, within the just created implant site, the
synthetic root is carefully screwed. Finally, the gum
over the implant is sutured and a temporary prosthe-
sis (mobile of fixed) is applied. After a technical time
that allows the physiological osseointegration process
(about 6-12 weeks) a new little surgery to fix the
definitive prosthesis (e.g. single crown, bridge) over
the implant is performed. Figure 3 shows the whole
process.
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Figure 4. Class diagram of the Implant plug-in.

A synthetic root is an objectmade in bio-compatible
material (usually titanium) having the shape of cylin-
drical or conical screw. It can have different length
and diameter according to several factors such as bone
structure and space availability.

The main purpose of the Implant plug-in is to sup-
port all the aspects of planning of the surgery. This
task can be accomplished by using an accurate virtual
three-dimensional reconstruction of the oral cavity. In
this way, it is possible to determine, in advance and
with greater precision, shape, length, diameters, posi-
tion and orientation of the implants that have to be
inserted paying attention to avoid nerve ending and
important blood vessels rupture. Moreover, it is pos-
sible to reduce pain, bleeding and surgery execution
time, while improving the recovery time for the patient
after the intervention. It is also possible to perform
simulation sessions in which to test different implant
solutions. Finally, Implant information could be also
used to drive a numerically controlled high precision
drill to perforate automatically the bone.

4.1 Technical description

Implant has been designed to directly interact with
the 3D system of the framework. In this way, the
3D environment (managed from the VTK library)
will be enriched with new functionalities specifically
conceived to support implantology. For completeness,
follows a brief discussion of the basic functions:

– add, update, remove, lock and unlock: manage
a single virtual implant performing the corre-
sponding functionalities within the 3D volumetric
representation of the oral cavity;

– width and colour: set the size and the specific
colour of a single implant;

– point1 and point2: set respectively upper and lower
coordinates (i.e. respect the three-dimensional
space (x, y, z)) of a single implant.

To provide an overview of the Implant implemen-
tation Figure 4 shows a really simplified diagram of
the related main classes, where:

– Implant: allows creation and management of the
main features of an implant;

– Implant Properties: allows the management of the
physical features of an implant;

– Implant 2D: allows the management of the orthog-
onal projections of the implant on the axial, coronal
and sagittal sections;

Figure 5. 3D reconstruction and planar sections of the 3D
model.

– Implant 3D: allows the management of the three-
dimensional reconstruction of the implant on the
3D oral cavity model;

– Implant Handler: main class of the plug-in, allows
its integration with the whole framework;

– Implant Point: allows the management of the
spatial information related to an implant;

– Implant Utils: allows the management of the
operations related to the XML file.

The implant is represented, on the 3D model of the
oral cavity, as a cylindrical or truncated cone solid
object. Its physical features can be changed according
to specific needs. The plug-in allows user to specifi-
cally set the coordinates of themounted virtual implant
simply managing the spatial parameters (point1 and
point2) which are automatically referred to the three-
dimensional space containing the volume rendering of
the patient oral cavity.

Once positioned the implant, the previous oper-
ations (e.g. lock, unlock, color changing) can be
performed. It should be observed that the chosen
functionalities are very important in a 3D real anal-
ysis session. For example, the lock function anchors
the virtual implant on the 3D reconstructed model
after it has been correctly positioned, thus prevent-
ing for involuntary modification when positioning
other implants and, in the same time, saving implant
spatial information in a XML file (see below). To
make another example, the colour distinction between
different implants can allow easier distinction and
analysis.

As shown in the screenshot presented in Figure 5,
during the analysis of the implant positioning, the
system allows to display both the 3D model (supe-
rior part of the image) and three orthogonal sections
(axial, bottom left, coronal, bottom central, sagittal,
bottom right). This aspect, as in other medical fields,
has a huge importance during surgery planning. All
the information related to different implants are stored
on a XML file (XML 2012) containing different sets
of information both patient-specific (e.g. patient id)
and technical (e.g. implant type, implant dimensions,
point1, point2). Technical information, referred to the
object coordinate system, are very useful both to
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Table 1. Case study - DICOM image features.

Format Num. Images Resolution Num. Bits

DICOM 38 512× 512 16

Figure 6. Different visual prospectives during the implant
design for: (a) a molar, (b) multiple teeth. Note that, to sim-
plify implants positioning, the model has been shown upside
down.

choose the correct implants and to drive an automatic
drilling machine (if used).

5 EXPERIMENTAL RESULTS

We have tested the three-dimensional reconstruction
process on different sources images coming from 30
patients. Here, we focus only on a specific case study.
Table 1 summarizes the reported dataset character-
istics. It represents a Computed Tomography (CT)
examination of the superior oral cavity.

During the 3D reconstruction, geometrical and
topological features of the DICOM images (arranged
within the logical stack of the ImageJ application) are
computed and stored into a VTK file (to execute this
operation, the process takes few seconds and some
supporting files), used as data input for the rendering
process. The quality of the reconstruction process was
evaluated through comparison measurements between
the three sets of planar images and the reconstructed
one, where 2D image zones and the related 3D area
were analysed by a set of distance measurement tools
(provided by ImageJ). The results showed a perfect
superposition of the 2D images into the 3D model,
where the reliability of the representation is strongly
tied to the number and quality of the source images.
Besides, we have also analysed the efficiency and the
accuracy of the system in positioning the implants
in the 3D model. In Figure 6 two different visual
prospectives of implants insertion are shown.

Also in this case we have tested the quality of the
measurements related to the implants positioning. The
empirical results, show that both volume information
and rendering process have faced with success the
corresponding tasks.

6 CONCLUSION

In this paper we have presented Implant, a linked
structured component to model customised dental

implants on a 3D reconstruction of the oral cavity
derived from diagnostic tomography. It has been struc-
tured as a plug-in of 3D Bio-IPF, a general purpose
framework to support the 3D reconstruction, rendering
and processing of biomedical images. Experimental
tests shown that the system can perform the design
activity easily, very fast and in a really accurate way.

The developed component presents several advan-
tages for implantology: it provides a set of suitable
functionalities to support implant design and posi-
tioning. Moreover, it allows skilled user to perform
simulation sessions to test different implant solutions.
Finally, the high resolution of the 3D reconstructed
model allows to support all the aspects of prevention
related to the surgery planning (e.g. pain, bleeding and
execution time reduction).

We focused different next targets of our plug-in.
One of the closest is to use the virtual 3D model of
the oral cavity to replace the common dental imprints
(in chalk or resin). Another real interesting target is to
interface Implant with a position indication tool and a
numerically positionable drilling machine to perform
automatically, in a supervised way, the bone perfora-
tion. In this way, it could be possible to reduce errors
and, consequently, to improve the recovering time for
the patient after surgery.
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Detection system from the driver’s hands based on Address Event
Representation (AER)
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ABSTRACT: This paper presents a bio-inspired system capable of detecting the hands of a driver in different
zones in the front compartment of a vehicle. For this it has made use of a Dynamic Vision Sensor (DVS) that
discards the frame concept entirely, encoding the information in the form of Address-Event-Representation
(AER) data, allowing transmission and processing at the same time. An algorithm for tracking hands using this
information in real time is presented.Detailed experiments showing the improvement of usingAERrepresentation
are presented.

1 INTRODUCTION

The slightest lapse of concentration, while driving, is
one of the reasons that bring about the high percent-
age of fatal-traffic accidents. According to the DGT,
the 36% of those fatal accidents took place on Spanish
road in 2010 (DGT 2010). Manipulating any element
of the vehicle during a tiny interval of the time may
prevent people from having their hands in the proper
position and, as a result, the risk of facing an acci-
dent is been indirectly assumed. That is why new
automobiles with security systems are been increas-
ingly built in order to reduce the number of traffic
accidents.

In this paper, it is presented an artificial vision sys-
tem capable of monitoring and detecting the hands
position on the steering wheel in teal time. To do
this, it has been used a dynamic vision sensor (DVS)
which encodes the information as AER. TheAddress-
Event-Representation protocol allows asynchronous
massive interconnection of neuromorphic processing
chip. This protocol was first proposed in Caltech, in
1991, to solve the problem of massive interconnectiv-
ity between populations of neurons located in different
chips (Sivillotti 1991).

AER is based on the transmission of neural infor-
mation in the brain, by an electrical spike. Similarly,
in the case of AER, the pixel activity on chip 1, along
the time, is traduced to spikes or events that are sent
one by one to the receptor chip using high-speed inter-
chip buses. These pulses are arbitrated and the address
of the sending pixel is coded on the fast digital asyn-
chronous buswith handshaking.Chip 2 (or the receiver
chip) decodes the arriving address and sends a spike
to the corresponding neuron so that the original signal
can be reconstructed (see Fig. 1).

Figure 1. AER communication scheme (Gómez, F et al.
2010).

There are many applications of theAER technology
in the area of artificial vision, but all of them are lab-
oratory applications not tested in real environments.
In (Camunas-Mesa et al. 2011) presents a 2-D chip
convolution totally based on pulses, without using the
concept of frames. In (Jimenez-Fernandez et al. 2010)
sensor is exposed tilt correction in real time using
a layer of high-speed algorithmic mapping. Another
application is explained in (Goìmez-Rodriìguez et al.
2010) which proposes a system for multiple objects
tracking. On the other hand in (Linares-Barranco et al.
2007) is shown a control system visuo-motor for driv-
ing a humanoid robot. Another example visuo-motor
control is presented in (Conradt et al. 2009) aDynamic
Vision Sensor for Low-Latency Pole Balancing.

The work presented in this paper is an application
ofAER technology designed for working in real world
conditions, which takes a further step in bringing this
technology to more complex environments.

A driver-hand supervising system based on frame
artificial vision techniques has been presented in
(Crespo et al. 2010) (McAllister et al. 2000). Video
systems usually produce a huge amount of data that
likely saturate any computational unit responsible for
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Figure 2. AE Address.

data processing. Thus, real-time object tracking based
on video data processing requires large computational
effort and is consequently done on high-performance
computer platforms. As a consequence, the design
of video-tracking systems with embedded real-time
applications, where the algorithms are implemented
in Digital Signal Processor is a challenging task.

However, vision systems based on AER generate a
lower volume of data, focusing only on those which
are relevant in avoiding irrelevant data redundancy.
Thismakes it possible to designAER-tracking systems
with embedded real-time applications, such as the one
presented in this paper, which indeed, it is a task much
less expensive, e.g. in (Conradt et al. 2009) (Gómez-
Rodríguez et al. 2010).

The paperwill be structured as follows. In section II,
it is explained theDVS and the labeling eventsmodule.
In section III, hands-tracking algorithm is described.
The experimental results of the presented algorithm on
real test are in section IV. The last, section 5 concludes
with a summary.

2 SYSTEM HARDWARE COMPONENTS

The data acquisition is implemented by two devices,
the sensor and the USBAERmini2 DVS, presenting
the information encoded in AER format.

The DVS sensor (silicon retina) contains an array of
pixels individually autonomous real-time response to
relative changes in light intensity by placing of address
(event) in an arbitrary asynchronous bus. Pixels that
are not stimulated by any change of lighting are not
altered, thus scenes without motion do not generate
any output.

The scene information is transmitted event to event
through an asynchronous bus.The location of the pixel
in the pixel array is encoded in the address of events.
This address, calledAE (Address Event), contains x,y
coordinate of the pixel that generated the event. DVS
sensor has been used with an array of 128x128 pixels,
so is needed 7 bits to encode each dimension of the
array of pixels. It also has a polarity bit indicating the
sign of contrast change, whether positive or negative
(Lichtsteiner et al 2008).

As shown in (Fig. 2), the directionAE consists of 16
bits, 7 bits corresponding coordinates X,Y coordinate
7 bits, one bit of polarity and a bit NC.

The AE generated is transmitted to USBmini2 on
a 16-bits parallel bus, implementing a simple hand-
shake protocol. The device USBAERmini2 is used to
label each event that is received from the DVS with a
timestamp.

The main elements are FX2 and FPGA modules.
The FX2’s 8051 microcontroller is the responsible for

Figure 3. Schematics of the data collection system archi-
tecture.

setting the “endpoints” of the USB port, in addition
to receiving and interpreting commands from the PC.
On the other hand the CPLD is responsible for the
“handshaking” with the AER devices, connected to
the ports, and for the reading and writing events in the
FIFO’s FX2 module.

CPLDmodule has a counter that is used to generate
the “timestamp” to label the events. Using only 16 bits
is not enough, as only 216= 65536 timestamps can
be generated, which is the same as 65ms when using
a tick of 1μs. Using 32 bit timestamps consumes too
much bandwidth, as the higher 16 bits change only
rarely. To preserve this bandwidth, a 15 bit counter is
used on the device side, another 17 bits (called wrap-
add throughout this report) are later added by the host
software for monitored events (Berner 2006).

Both devices have been set in a black box,which has
three infrared lights, for easy installation of the system
in different vehicles. We used this type of lighting to
avoid damaging the driver’s visibility in dark environ-
ments. The box has a visible light filter in front of
the sensor to avoid sudden changes in the brightness
outside.

3 HANDS TRACKINGALGOTIRHM

The proposed algorithm performs a permanent clus-
tering of events and tries to follow the trajectory of
these clusters. The algorithm focuses on certain user-
defined regions called regions of interest (ROI), which
correspond to certain parts of the front compartment of
a vehicle (wheel, gearshift, . . .). The events received
are processes without data buffering, which can be
assigned to a cluster or not, based on a distance crite-
rion. If the event is assigned to a cluster, it will update
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Figure 4. Continuous clustering of AE.

the values of the cluster, such as position, distance, and
number of events (Litzenberger et al. 2008).

The performance of the algorithm can be described
as follows:

a) When there is a new event belonging to one ROI,
a cluster from the list of clusters is located whose
distance from this center to the event is less than
Dv ,for all clusters (see Fig. 4)

b) If a cluster is found where the above condition is
true, update all features accordingly.

c) If no cluster is found, create a new one (if possible)
with the center xe and initialize all parameters.

For the creation of new clusters should be borne
in mind that the maximum number of clusters is two
(hands) and in the R.O.I’s wheel not to have a special
situation detailed below.

The cluster update process is sketched in Fig. 3.
Let xe be the coordinate of an AE produced by the
edge of a moving cluster. Let x(t) be the original clus-
ter center, then the new center-coordinate x(t+ dt) is
calculated as:

Where 0<α< 1 is a parameter of the algorithm and dt
is the timestampdifference between the current and the
last AE’s that were assigned to the cluster. This shifts
the clusters center by a certain amount controlled by
α, which is usually chosen near 1 to obtain a smooth
tracking.

For speed calculation is performed similar to ensure
small changes in the velocity vector:

Previously explained that the algorithm focuses on cer-
tain R.O.I. Specifically, in one of them, corresponding
to the wheel is sometimes presented a situation of spe-
cial interest. This region of interest has the form of
a circular ring and when the driver uses one hand to
manipulate wheel the system detects two hands being
wrong (see Fig. 5).

As shown inFig 5,when the forearm is inserted fully
into the ROI, there are two oblique parallel lines. To
remedy this situation has been used pattern recognition

Figure 5. Wrong detection situation.

Figure 6. Graphical values difference between the two
convolutions.

byAER convolution.TheAER convolution is based on
the idea of matrixY integrators (neurons). Every time
an event is received, a convolution kernel is copied to
the residents of that event in the array “Y”. When a
neuron (a cell of Y) reaches a threshold, it generates
an event and is reset (Linares-Barranco et al. 2010)
(Pérez-Carrasco et al. 2010).

Two convolution kernels have been used simultane-
ously, one for each arm (left “//”, right “\\”). When
either arm appears on scene, it will be registered a
maximum in the average output of the convolutioned
events, where the convolution kernel matches and
a minimum (with respect to previous output) where
the convolution kernel does not match. However, the
output of the two convolution kernels, in a normal sit-
uation (both hands on the wheel), is very similar, not
registering any maximum output.

Looking at the average of both convolutions, it is
possible to identify the situation in which either arm is
in scene and know with which arm it is been driving.

Concerning the graph (see Fig. 6), when the driv-
ing situation is normal, the mean number of events
convolutioned is similar to both kernel, so that their
difference is practically zero. When a forearm is
detected on scene, the convolution kernel that coin-
cides triggers the number of convolutioned events,
while the convolution kernel which does not coincide
is not able to reach so high levels. Therefore, when
the difference between the means of both convolution
kernel events exceeds a threshold, we can detect that
there is a forearm on scene and know to which hand it
belongs (see Fig. 7).
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Figure 7. Left: Left forearm on scene. Center: Normal sit-
uation (both hands on the wheel) Right: Right forearm on
scene

4 RESULTS

There have been several different tests with different
scenarios on a simulator where a subject has made a
practice of driving while performing a capture with
the system presented in this paper. In each capture the
following parameters were obtained:

• Total exercise time (capture)
• Total number of events generated
• Means motion

The last parameter represents the average amount of
movement they has occurred in the catch.As explained
in section II, the sensor used is a motion sensor so if
you over there have been capturing scenes with much
movement, the number of events per second will be
high. Thus, the greater number of events generated,
the more information you have and the more accurate
the calculations and operations of the algorithm are
presented.

Tests have been carried out in a very realistic sim-
ulator. In each test have been used different types of
driving scenarios. In the test one hasmade driving very
dynamically, by an urban layout, with lots of curves
where the driver has to make a lot of movement. The
next test, the number two, In the next test, the number
two, has been used a rally stage, which it has driven
to a slightly higher velocity. In test three, the scenario
used was a highway, where the movements made by
the driver are very scarce. The last test has been devel-
oped in an urban ride, inwhich the driverwas not found
many obstacles and made movement has not been too
high.

To calculate the system’s effectiveness, it has been
compared to the result that the system automatically
gives the result that should really give, i.e. to compare
the number of hands that detects the system in each
region of interest (wheel and gearshift) with the num-
ber of hands the real situation in each of these areas at
a time.

Section I of the paper indicated Event rate sen-
sor saturation (1 M-Events per second) and Section
II details the labeling of timestamp resolution is
1us. Therefore we must take into account the high
speed processing system capable of generating large
numbers of events in very small movements.

Scenes so with much movement (even very fast),
it captures a large number of events per second,
increasing the effectiveness of the system (see Tab. 1).

Table 1. Results of different tests.

Total Means
Time n◦ of motion
min:seg events evt/seg Effectiveness

Test 1 5:33 6836386 31194 89.545339%
Test 2 5:30 9557951 16872 81.008254%
Test 3 3:54 4075592 3588 75.460864%
Test 4 5:50 10993454 12525 80.400553%

5 CONCLUSION

In this paper a bio-inspired system for driver hands
tracking has been presented. The information con-
sidered is not based on frames, but Address Event
Representation (AER), allowing the processing and
transmission at the same time.

The work presented in this paper is an applica-
tion of AER technology to a real problem with high
constrains, which takes a further step in bringing this
technology to a real environment. An embedded sys-
tem could be designed with this application to be used
in smart cars.This paper demonstrates the advantage of
usingAER systems in such scenarios (cabin of a vehi-
cle) because it detects the small and fast movements
that high-speed cameras are not able to notice.

Experimental results acquired in a realistic driving
simulator are presented, showing the effectiveness of
AER-processing applied to an automotive scenario.

As future-work plans, it will be carried out a com-
parison between both systems, the basedAER and the
based on frames, to get results, concerning the process-
ing speed, amount of relevant information generate,
efficiency…to improve the system performance that
is proposed in this paper when little data is generated.
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ABSTRACT: Principle Component Analysis (PCA)-based statistical 3D face modeling using example faces
is a popular technique for modeling 3D faces and has been widely used for 3D face reconstruction and face
recognition. The capability of the model to depict a new 3D face depends on the exemplar faces in the training
set. Although a few 3D face databases are available to the research community and they have been used for 3D
face modeling, there is little work done on rigorous statistical analysis of the models built from these databases.
The common factors that are generally concerned are the size of the training set and the different choice of
the examples in the training set. In this paper, a case study on USF Human ID 3D database, one of the most
popular databases in the field, has been used to study the effect of these factors on the representational power.We
found that: 1) the size of the training set increase, the more accurate the model can represent a new face; 2) the
increase of the representational power tends to slow down in an exponential manner and achieves saturity when
the number of faces is greater than 250. These findings are under assumptions that the 3D faces in the database
are randomly chosen and can represent different races and gender with neutral expressions. This analysis can be
applied to the database which includes expressions too. A regularized 3D face reconstruction algorithm has also
been tested to find out how feature points selection affects the accuracy of the 3D face reconstruction based on
the PCA-model.

1 INTRODUCTION

The reconstruction of 3D faces is a very important
issue in the fields of computer vision and graphics.The
need for 3D face reconstruction has grown in applica-
tions like virtual reality simulations, plastic surgery
simulations and face recognition (Elyan & Ugail
2007), (Fanany et al. 2002) It has recently received
great attention among scholars and researchers
(Widanagamaachchi & Dharmaratne 2008). 3D facial
reconstruction systems are to recover the three dimen-
sional shape of individuals from their 2D pictures
or video sequences. There are many approaches
for reconstruction 3D faces from images such as
Shape-from-Shading (SFS) (Smith & Hancock 2006),
shape from silhouettes (Lee et al. 2003) and shape
from motion (Amin & Gillies 2007). There are also
learning-based methods, such as neural network (non-
statistical). (Nandy & Ben-Arie 2000) and 3D Mor-
phable Model (3DMM) (statistical based) (Volker &
Thomas 1999). 3DMM is an analysis-by-synthesis
based approach to fit the 3D statistical model to the
2D face image (Widanagamaachchi & Dharmaratne
2008). The presence of 3D scanning technology lead
to create a more accurate 3D face model examples
(Luximon et al. 2012). Examples based modeling
allowsmore realistically face reconstruction than other
methods (Widanagamaachchi & Dharmaratne 2008),
(Martin & Yingfeng 2009). However, the quality of
face reconstruction using examples is affected by

the chosen examples. For example (Kemelmacher-
Shlizerman & Basri 2011), and (Jose et al. 2010)
urged that learning a generic 3D face model requires
large amounts of 3D faces. However, this issue has
not been statistically analyzed in terms of representa-
tional power of themodel, to the best of our knowledge.
Although (Iain et al. 2007) has studied the representa-
tional power of two example based models, i.e. Active
Appearance Model (AAM) and 3DMM, they did not
conduct any statistical analysis or testing on the two
models.

A PCA-based model with relatively small sample
size (100 faces) was used for face recognition and
has obtained reasonable results .(Volker & Thomas
2003). The generation of synthetic views from 2D
input images was not needed. Instead, the recognition
was based on the model coefficients which represent
intrinsic shape and texture of faces. In case of 3D
face reconstruction, a more diverse set of 3D faces
would build a more powerful PCA-based model to
generate an accurate 3D representation of the 2D face.
On the other hand, PCA-based models have not been
quantitatively studied in terms of the effect of 3D
reconstruction accuracy on face recognition.

Although in some statisticalmodelingmethods both
shape and texture are modeled separately using PCA
(e.g. 3DMM), it is suggested that shapes are more
amenable to PCA based modeling than texture, as
texture varies dramatically than the shape. In many
situations, the 2D texture can be warped to the 3D

13



geometry to generate the face texture (Dalong et al.
2005).Therefore, in this paperwe focus on shapemod-
eling. When shapes are considered, the reconstruction
of 3D face from 2D images using shape models is
relatively simple. A popular method is a regulariza-
tion based reconstruction where a few feature points
are selected as the observations for reconstruction
(Dalong et al. 2005). The results based on this method
will not go beyond the representational power of the
model. Even if a more powerful model trained with
more examples would generate a better representation
of the true face, the generated face remains within the
boundaries of the model.

In this study we propose an empirical study to
test the representational power of 3D PCA-based face
models using USF Human ID 3D database (Volker &
Thomas 1999). We define the representational power
as the Euclidian Distance between the reconstructed
shape surface vector and the true surface shape vector
divided by the number of points in the shape vector.
A series of experiments are designed to answer the
questions:

1. What is the relationship between the size of training
set and the representational power of the model?

2. How many examples will be enough to build a
satisfactory model?

3. What is the effect on the representational power if
the model is trained with a different sample for the
same number of faces?

Finally, the regularization based 3D face recon-
struction algorithm was analyzed to find the relation-
ship between the number of feature points and the
accuracy of reconstruction.

This paper is organized as follows: section 2 pro-
vides a theoretical background. The Experimental
design and statistical analysis are explained in Section
3, whereas in Section 4 the findings and discussion are
reported. In the last section, the paper is summarized.

2 THEORITICAL BACKGROUND

2.1 Modeling shape using PCA

The 3D face shape model is a linear combination of
eigenvectors obtained by applying PCA to training set
of 3D shape faces.The linear combination is controlled
by shape parameters called α, where shape vectors are
given as follows:

where si has the dimension n×3, n is the number of
vertices and i= 1, …, m (number of face shapes).

All vertices must be fully corresponded using their
semantic position before applying PCA to get a more
compact shape representation of 3D shape face. Let

where s0 be the average face shape of m exemplar face
shapes and S= [s1, s2, . . . , sm] R(3∗n)∗m.

The covariance matrix of the face shapes is
defined as

The eigenvectors ei and the corresponding eigen-
values λiof the covariance matrix C are such that
Cei = λiei where i= 1, . . . ,m.

After PCA modeling, every shape of the m face
shapes can be decomposed into the form

where ei represent the i-th eigenvector of the covari-
ance matrix C and αi is the coefficient of the shape
eigenvector ei.

The coefficient of a face shape si can be calculated
using the following equation

where E= [e1, e2, . . . , em] are the eigenvectors of the
covariancematrixC.The projected new face shape can
be represented by applying Equation 1.

2.2 Representational power of the model

In this study, we define the representational power
(RP) as the Euclidean Distance between the recon-
structed shape vector and the true shape vector divided
by the number of points in the shape vector.

In Cartesian coordinates, if p= (p1, p2, . . . , pn) and
q= (q1, q2, . . . , qn) are two points in Euclidean n-
space, then the Euclidean Distance from p to q is
given by:

Let s be a shape face belongs to the testing data set and
sr be the face shape that is represented by PCA-model
using Equations 2 and 1 then:

a. Calculate the coefficient of the testing face shape s
using Equation 2.

b. Apply Equation 1 to represent sr using the PCA-
model.

c. Determine the EuclideanDistance between the true
shape face s and the reconstructed shape face sr .

RP is the Euclidean Distance divided by shape
dimension n×3.

2.3 Reconstruction based on regularization

Since all points of different shape faces in the database
are fully corresponded, PCA is used to obtain a more
compact shape representation of face with the primary
components (Dalong et al. 2005).
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Let t be the number of points that can be
selected from the 3D face shape in the testing set,
sf = (p1, p2, . . . , pt) ∈ Rt be the set of selected points
on the 3D face shape (pi can be x, y or z of any ver-
tex on the 3D face shape, whereas every vertex has 3
axis x, y and z), sf 0 ∈Rt is the t corresponding points
on s0(the average face shape) and Ef ∈ Rt×m is the t
corresponding columns on E ∈ R3n×m (the matrix of
row eigenvectors). Then the coefficient α of a new 3D
face shape can be derived as

where � is a diagonal m × m matrix with diagonal
elements being the eigenvalues and λ is the weighting
factor. Then we apply α to Equation 1 to obtain the
whole 3D face shape.

3 EXPERIMENTAL DESIGN & STATISTICAL
ANALYSIS

3.1 USF human ID database

A case study is conducted using USF Raw 3D Face
Data Set. This database includes shape and texture
information of 100 3D faces obtained by using Cyber-
ware head and face 3D color scanner. The 3D faces
are aligned with each other as explained by (Volker &
Thomas 1999). They developed the 3D morphable
model (3DMM) which has been widely used in many
facial reconstruction systems. A basic assumption is
that any 3D facial surface can be practically repre-
sented by a convex combination of shape and texture
vectors of 100 3D face examples, where the shape and
texture vectors are given as follows:

Information from each of these exemplar heads was
saved as shape and texture vectors (Si, Ti) where
i= 1, . . . , 100 (Martin & Yingfeng 2009). For each
face shape there are 75972 vertices saved in a text
file, one line per vertex and 3 points each line.

This study uses only the shape vectors for training
and testing the models.

3.2 Representational power analysis

RP of 3D PCA-based models is analyzed using USF
Human ID 3D database. A series of experiments are
designed to find the relationship between the size of
the training data set and RP of the trained model.
On the other hand, the effect of different training set
for the same number of faces has been analyzed.

3.2.1 Size of training set
We divided the current 100 shape faces into different
sets in term of the number of samples. For example
PCA15 is a shape model that has 15 shape faces as
training data, PCA18 is a model with 18 training face

Figure 1. The relation between the sample size and the RP.

shapes and so on until PCA93 with 93 training face
shapes. The models with training data between 15 and
70 face shapes were tested with 30 testing shape faces.
The other models from 73 to 93 were tested with the
remaining faces out of 100 faces. For example the
PCA80 is tested with 20 shape faces.

The testing face shape s is projected on the model
by calculating the shape coefficient vector α using
Equation 2. The projected new face shape sr can be
obtained by applying α to Equation 1. Figure 5 in the
appendix shows a 3D face shape represented by the
model PCA80. RP can then be calculated for all testing
face shapes according to the following equation

Then themean of the RP "RP-mean" for all test faces is
used to represent the RP of the model. Figure 1 shows
the relationship between the sample size andRP-mean.
It shows that there is exponential relationship between
the sample size and the RP-mean.

An exponential regression model is applied to fit
the curve in Figure 1, as follows

where y is the RP-mean, x is the sample size and b0
and b1 are the regression factors. Thus,

The linear relationship between the sample size x
and the natural logarithm ln(y) of the RP-mean is
shown in Figure 2.

Two variable linear regression was run using MS
Excel to find the two factors ln(b0) and b1. The
regression result is shown in Table 1.

b0= exp(ln(b0))= exp(−5.1425)= 0.0057849
The exponential relation is presented as

where y is the representational power (RP-mean) and
x is the sample size. Figure 3 shows the functional
relationship.
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Figure 2. The relation between the sample size and the
natural logarithm of representational power.

Table 1. Regression results.

Regression statistics

Ln(b0) −5.1525
b1 −0.01046
Multiple R 0.974219
R Square 0.9491019
Standard Error 0.141481178
Observations 32
SSE 0.0998032
SST 1.960840125
SSR 1.861036941

Figure 3. The functional relation between the assumed
sample size and the RP.

3.2.2 Different sets of training data
Four pairs of different models with the same sample
size but different training data were trained to see if the
variations of the data set influence the representational
power of the model.

Table 2 shows the comparative results between each
pairs of models with significant α= 0.05.

We made 4 comparisons and applied t-Test. Two
cases showed significant differences in the RP-mean
of the models. For example the two learning mod-
els PCA40 and PCA40R have been trained with 40
faces from different sets. As illustrated in Table 2, the
t-Test value corresponding to the two learning models
is 0.01322which is less than α= 0.05.This means that

Table 2. Comparative result of model-pairs with different
samples.

Learning model RP-mean % Std% p-value of t-Test

PCA 40 0.371 0.075 0.01322
PCA 40R 0.343 0.06
PCA 50 0.32 0.048 0.26031
PCA 50R 0.313 0.053
PCA 60 0.289 0.04 0.105
PCA 60R 0.278 0.037
PCA 70 0.272 0.039 0.00857
PCA 70R 0.251 0.026

there is a statistically significant difference between
the RPs of the two models.

3.3 Regularization based reconstruction

The regularized algorithm was categorized as one of
the main existing four methods for 3D facial recon-
struction (Martin & Yingfeng 2009). The algorithm
was used byDalong (Dalong et al. 2005) to reconstruct
3D face for face recognition purposes. The selected
feature points are used to compute the 3D shape coef-
ficients of the eigenvectors usingEquation 3.Then, the
coefficients are used to reconstruct the 3D face shape
using Equation 1. Figure 5 in the appendix shows some
examples of reconstructed face shapes using different
number of feature points.

3.3.1 Number of feature points
Three models with different dataset sizes 60, 70, 80
face shapes were used to analyze the algorithm. The
selected points are between 10 and 500 randomly
selected from face shape inside and outside the train-
ing set. If the test face is from the training set, any
number of selected points greater than or equal the
number of training face shapes can reconstruct exact
3D face. If the test face is not from the training set, it
hardly reconstructs the exact 3D face. Figure 4 shows
the relation between the number of feature points (from
faces outside the training data) and the accuracy of the
reconstructed face shapes using PCA80 (PCA-based
model with 80 training shapes).

The algorithm was analyzed for different values of
the weighting factor λ= 0.005, 0.05, 0.1, 1, 10, 20, 50,
100, and 200 as shown in Figure 4. 20 faces outside the
training data set are used to test the regularized algo-
rithm.The following steps demonstrate the experiment
procedures for each different value of the weighting
factor λ

a) For each shape we do the following 30 times:

I. Select randomly a set of feature points.
II. Apply the reconstruction algorithm and calcu-

late the RP between the original face shape and
reconstructed shape.

b) Determine the mean of 50 RP, termed as RP-mean.
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Figure 4. The relationship between the number of feature
points and the accuracy of the reconstructed face shapes on
PCA80 with different values of λ.

Table 3. ANOVA results with λ= 1.

Source of Between Within
variation groups groups total

SS 5.82E-05 0.000968 0.001027
Df 49 0.000968 999
MS 1.19E-06 1.02E-06
F 1.165887
P-value 0.206254
F crit 1.367567

c) Determine themean of the 20 RP-means (RP-mean
Error)

d) RP-mean Error is used to measure the accuracy
of the reconstructed shape faces from the set of
selected points.

3.3.2 Location of feature points
For each of the 20 face shapes chosen from outside the
training set, a number of pointswere randomly selected
50 times to reconstruct face shapes. The 50 selections
of feature pointswere repeatedwith eachof theweight-
ing factors 0.05, 1, 10, and 100. The reconstruction
results of all repeated 50-time selections showed the
similarity of RP.

Single factor ANOVA was run using MS Excel to
compare the 50 alternatives for each of the selected
30, 40, 50, 60, 80 and 100 feature points. In all cases,
the ANOVA results show that there is no significant
difference among the 50 feature selections. Table 3
shows sample results using 60 feature points with λ=1.

TheANOVA results in Table 3 show that there is no
statistically significant difference among the 50 alter-
natives of 60 points selection, as the F-value is smaller
than the tabulated critical value (F crit).

4 FINDINGSAND DISCUSSION

4.1 Representational Power

The experimental results in Figure 1 show that there
is an exponential relationship between the sample size

and theRPmean.To determine this relationwe applied
linear regression on the sample size and the natural
logarithm of the RP mean. Based on this relationship,
a minimum number of 250 shape faces is expected
to build a satisfactory 3D face model, see Figure 3.
This suggests that we may need a large amount of 3D
faces to build a generic 3D faces model and this is
consistent with the commentsmade in (Kemelmacher-
Shlizerman & Basri 2011), (Jose et al. 2010).

Note that theremaybe othermethods to compensate
for this need if large data is not available. However, this
issue is beyond the topic of this study.

4.2 The dataset variations & PCA-based Models

The results show that as far as the small sample size
training set is concerned, in many cases the represen-
tational power may vary if we train the model with
a different sample. It was inferred that the represen-
tational power of the model may be different if the
training data set is changed. Table 2 show the results
of t-test conducted on four cases. Two cases (PCA40,
PCA40R) and (PCA70, PCA70R) show significant
differences in the RP, whereas the p-value of t-test is
less than α= 0.05 in the two cases.

4.3 Feature points selection for reconstruction

For the selection of feature points, we found that,
regardless of the value of the weighting factor λ, the
accuracy of reconstruction by a large number of ran-
domly selected points (greater than 200 points) is
relatively the same in all cases evenwith different loca-
tions of points on the face. However, if the number of
feature points is equal to the number of training faces,
the produced face will have the most inaccurate shape
particularly when λ≤ 1. This is because the algorithm
became unstable when the number of training faces
is almost the same as the number of feature points.
When λ> 20 and the number of selected points is
greater than the number of training faces, the accuracy
of reconstruction is relatively the same in all cases and
is further associated with slight improvement related
to the larger number of selected points as shown in
Figure 4.

Furthermore, we found that different locations of a
consistent number of feature points have no signifi-
cant quantitative effect on the reconstruction results.
Whether the feature points are dependent or indepen-
dent of each othermay be an issue of interest that needs
to be further experimented, the matter which is beyond
the scope of this study.

5 SUMMARYAND FUTUREWORK

The representational power of the 3D shape model
which is based on PCAwas evaluated by analyzing the
3D face database we obtained from University South
Florida (USF)with a series of experiments and statisti-
cal analysis. The current USF Human ID 3D database
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has 100 faces.All 100 faces were used for training and
testing purposes. The functional relationship between
the number of independent faces in the training data set
and the representational power of the model were esti-
mated. Based on this relationship, a minimum number
of 250 shape faces is suggested to build a satisfactory
3D face model, especially if the faces are neither too
identical nor too different in their shapes.The findings
of this relationship show that we need to have a way
to increase the representational power of the model
by involving more face or predicting the increasing
behavior of the model based on increasing the number
of faces.

On the other hand, one type of regularization-based
3D face reconstruction algorithmwas analyzed to find
the relationship between the number of the feature
points and the accuracy of the reconstructed 3D face
shape. The extensive experimental results showed that
if the test face is from the training set, then any set
of any number greater than or equal to the number
of training faces -1 can reconstruct exact 3D face.
If the test face does not belong to the training set,
it will hardly reconstruct the exact 3D face using 3D
PAC-based models. However, it could reconstruct an
approximate face depending on the number of feature
points and the weighting factor. This is consistent with
the finding on the representational power of the current
database. This indicates that we may choose any set of
feature points from the most reliable part of the face as
long as they are independent of each other, rather than
the ones that are from the parts undergoing the facial
expressions. Further studies are suggested to test this
idea.
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APPENDIX

Figure 5. (a) test face. (b) and (c) are reconstructions from
55 randomly selected points. (e) and (f) are reconstructions
from 250 points. (d) PCA representation of (a).
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ABSTRACT: In this paper, we have addressed mainly a detection based method for video events detection.
Harris points of interest are tracked by optical flow techniques. Tracked interest points are grouped into several
clusters by dint of a clustering algorithm.Geometricmeans of locations and circularmeans of directions aswell as
displacements of the feature points of each cluster are estimated to use them as the principle detecting components
of each cluster rather than the individual feature points. Based on these components each cluster is defined either
lower-bound or horizon-bound or upper-bound clusters. Lower-bound and upper-bound clusters have been used
to detect potential ordinary video events. To show the interest of the proposed framework, the detection results of
ObjectDrop, ObjectPut, and ObjectGet at TRECVid 2008 in real videos have been demonstrated. Several results
substantiate its effectiveness, while the residuals gives the degree of the difficulty of the problem at hand.

1 INTRODUCTION

Event detection in surveillance video streams is an
essential task for both private and public places. As
large amount of video surveillance data makes it a
backbreaking task for people to keep watching and
finding interesting events, an automatic surveillance
system is firmly requisite for the securitymanagement
service.Video event can be defined to be an observable
actionor changeof state in a video stream thatwouldbe
important for the security management team. Events
would vary greatly in duration and would start from
two frames to longer duration events that can exceed
the bounds of the excerpt. Some events occur ofttimes
e.g., in the airport people are putting objects, getting
objects, meeting and discussing, splitting up, and etc.
Conversely, some events go off suddenly or unexpect-
edly e.g., in the airport a person is running, falling
on the escalator, going to the forbidden area, and etc.
Withal both type of events detection in video surveil-
lance is an appreciable task for public security and
safety in areas e.g., airports, banks, city centers, con-
certs, hospitals, hotels, malls, metros, mass meetings,
pedestrian subways, parking places, political events,
sporting events, and stations.

A lot of research efforts have been made for events
detection from videos captured by surveillance cam-
eras. Many single frame detection algorithms based
on transfer cascades (Viola and Jones 2001; Lienhart
and Maydt 2002) or recognition (Serre, Wolf, and
Poggio 2005;Dalal andTriggs 2005;Bileschi andWolf

2007) have demonstrated some high degree of promise
for pedestrian detection in real world busy scenes
with occlusion. However, most of those pedestrian
detection algorithms are significantly slow for real
time applications.An approach to trackingbased event
detection focuses on multi-agent activities, where
each actor is tracked as a blob and activities are
classified based on observed locations and spatial
interactions between blobs (Hamid et al. 2005; Hon-
geng and Nevatia 2001). These models are well-suited
for expressing activities such as loitering, meeting,
arrival and departure, etc. To detect events in the
TRECVid 2008 (TRECVid 2008) many algorithms
have been proposed for detecting miscellaneous video
events (Xue et al. 2008; Guo et al. 2008; Haupt-
mann et al. 2008;Yokoi, Nakai, and Sato 2008; Kawai
et al. 2008; Hao et al. 2008; Orhan et al. 2008;
Wilkins et al. 2008; Chmelar et al. 2008; Dikmen
et al. 2008). Common event types are PersonRuns,
ObjectPut, OpposingFlow, PeopleMeet, Embrace,
PeopleSplitUp, Pointing, TakePicture, CellToEar, and
ElevatorNoEntry (TRECVid 2008). Available detec-
tors are based on trajectory and domain knowl-
edge (Guo et al. 2008), motion information (Xue
et al. 2008), spatiotemporal video cubes (Hauptmann
et al. 2008), change detection (Yokoi, Nakai, and
Sato 2008), optical flow concepts (Kawai et al. 2008;
Hao et al. 2008; Orhan et al. 2008), etc. Orhan (Orhan
et al. 2008) proposed detectors to detect several video
events. For example, ObjectPut detector relies heav-
ily on the optical flow concept to track feature points
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throughout the scene. The tracked feature points are
grouped into clusters. Location, direction, and speed
of the feature points are used to create clusters; the
main tracking component then becomes the clusters
rather than the individual feature points. The final
step is determining whether or not the tracked clus-
ter is moving or not, achieved by using trained motion
maps of the scene. The decision is then made by ana-
lyzing cluster flow over the scene map. A number of
low-level detectors including foreground region and
person detectors can be seen in (Wilkins et al. 2008).
Low-level information within a framework to track
pedestrians temporally through a scene. Several events
are detected from the movements and interactions
between people and/or their interactions with specific
areas which have beenmanually annotated by the user.
Based on trajectories analysis some video event detec-
tors have been proposed by (Chmelar et al. 2008). Each
trajectory is given as a set of the blob size and position
in several adjacent time steps. Pseudo Euclidian dis-
tances obtained from the trigonometrically treatments
of motion history blobs are used to detect video events
(Sharif and Djeraba 2009). Though many promising
video event detectors have been identified which can
be directly or indirectly employed for events detection,
their performances have been limited by the existing
challenges.

We have proposed mainly a detection based method
for ordinary video event detection. Our proposed
detector is relied on optical flow concept and related
to the video event detector of Orhan (Orhan et al.
2008). Feature points or points of interest or cor-
ners are detected by Harris corner detector (Harris
and Stephens 1988) after performing a background
subtraction. Those points are tracked over frames by
means of optical flow techniques (Lucas and Kanade
1981; Shi and Tomasi 1994). The tracked optical flow
feature points are grouped into several clusters using
k-means algorithm (Lloyd 1982). Geometric means
of locations and circular means of directions and
displacements of the feature points of each cluster
are estimated. And then they are used to demon-
strate the principal components for each cluster rather
than the individual feature points. Based on esti-
mated direction components each cluster is possessed
any bounds among lower-bound, upper-bound, and
horizon-bound. Lower-bound clusters have been taken
into consideration for ObjectDrop and Object- Put
events, while upper-bound clusters have been fixed
for ObjectGet events. The key difference between our
method and Orhan (Orhan et al. 2008) is that our
method involves mainly detection. However, we are
tracking low level features like optical flow but clus-
ters are not being tracked. Conversely, Orhan’smethod
concerns detection aswell as tracking both optical flow
and clusters. So our method is easier to implement and
also faster than that of Orhan.

The rest of the paper is ordered as follows: Section 2
illustrates the implementation steps of the framework;
Section 3 demos detection abilities of the proposed
detector; and Section 4 makes a conclusion.

2 IMPLEMENTATION STEPS

In this section, extended treatment of implementation
steps of the proposed approach has been carried out.

2.1 Feature selection

Moravec’s corner detector (Moravec 1980) is a rela-
tively simple algorithm, but is now commonly con-
sidered out-of-date. Harris corner detector (Harris
and Stephens 1988) is computationally demanding,
but directly addresses many of the limitations of
the Moravec corner detector. We have considered
Harris corner detector. It is a famous point of inter-
est detector due to its strong invariance to rotation,
scale, illuminationvariation, and imagenoise (Schmid,
Mohr, and Bauckhage 2000). It is based on the local
auto-correlation function of a signal, where the local
auto-correlation function measures the local changes
of the signal with patches shifted by a small amount
in different directions. We have deemed that in video
surveillance scenes, camera positions and lighting
conditions admit to get a large number of corner fea-
tures that can be easily captured and tracked. Images
of Fig. 1 from 1st to 3rd demonstrate an example of
Harris corner and optical flow estimation. For each
point of interest which is found in the next frame,
we can get its position, direction, and moving dis-
tance easily. How much distance has it moved? Which
direction has it moved?Suppose that any point of inter-
est i with its position in the current frame p(xi, yi) is
found in the next frame with its new position q(xi, yi);
where xi and yi be the x and y coordinates, respec-
tively. Now, suppose that the traveled distance di and
its direction βi. It is easy to calculate the displacement
or Euclidean distance of p(xi, yi) and q(xi, yi) using

Euclidean metric as di =
√
(qxi − pxi )

2+ (qyi − pyi )
2.

Moving direction of the feature i can be calculated
using tan−1(qyi − pyi/qxi − pxi ). But it incurs a few
potential problems [Sharif, Ihaddadene, and Djeraba
2010].As a remedy,wehaveusedatan2 function to cal-
culate the accurate direction of motion βi of any point
of interest i by dint of: βi = atan2(qyi − pyi , qxi − pxi ).

2.2 Analysis of cluster information

The geometric clustering method, k-means, is a sim-
ple and fast method for partitioning data points into
k clusters, based on the work done by (Lloyd 1982)
(so-called Voronoi iteration). The rightmost image in
Fig.1 illustrates clustering performed by k-means. On
clustering we have estimated the geometric means of
all x and y coordinates for each cluster to get single
origin. If any cluster c will contain m number of x
coordinates, then the number of y coordinates, dis-
placements, and directionswill be alsom. If xgc and ygc

symbolize geometric means of all x and y coordinates
of a cluster, respectively, then they can be formulated

as: xgc =
[∏m

j= 1 xj

]1/m
and ygc =

[∏m
j= 1 yj

]1/m
.
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Figure 1. Green points in first image depict Harris corners. Second and third images respectively, represent optical flow
before and after suppression of the static corners. Fourth image shows the clustering using k-means.

Figure 2. Arithmetic, geometric, and harmonic means of
43 ◦, 17 ◦, 343 ◦, and 315 ◦ provide inaccurate 179.5 ◦, 94.27 ◦,
and 45.37 ◦ estimation, respectively. Solely Cmean= 359.57 ◦
confers correct result.

2.3 Circular mean

Consider four persons starting walking from a fixed
location to four different directions, i.e., north-east
43 ◦, north-east 17 ◦, south-east 343 ◦, and south-east
315 ◦. Arithmetic, geometric, and harmonic means
of these directions are 179.5 ◦, 94.27 ◦, and 45.37 ◦,
respectively. All estimations are clearly in error as
depicted in Fig. 2. As arithmetic, geometric, and har-
monic means are ineffective for angles, it is important
to find a goodmethod to estimate accurate mean value
of the angles. Merely circular mean Cmean is the solu-
tion of this problem. Deeming that in a cluster we have
m number of corners of single origin (xgc , ygc ) with dis-
placement vectors V1, V2, V3, . . . , Vm and their respec-
tive directions β1, β2, β3, ..., βm. Then their circular
mean, denoted by βgc , can be formulated by dint of:

and their circular resultant displacement vector length
Lgc can be expressed by Pythagorean theorem as:

Lgc =
√(∑m

i=1 sinβi
)2 + (∑m

i=1 cosβi
)2
. Using Eq. 1,

we can express the accurate mean of angles in Fig. 2
which is south-east 359.57 ◦.

2.4 Events detection

For each cluster (xgc , ygc ),βgc , and Lgc demo the princi-
pal component rather than the individual feature point.
Based on estimated βgc each cluster is named by lower
or upper or horizon bounds. A cluster will be called a
lower-bound if βgc ranges from 224.98 ◦ to 314.98 ◦.
A cluster will be called an upper-bound if βgc ranges
from 134.98 ◦ to 44.98 ◦. A cluster will be called a
horizon-bound if βgc limits either from 134.99 ◦ to
224.99 ◦ or from 44.99 ◦ to 314.99 ◦. An ObjectDrop
or ObjectPut event can be detected if any cluster on the
video frame is proclaimed by lower-bound.AnObject-
Get event can be detected if any cluster on the video
frame is proclaimed by upper-bound. Horizon-bound
cluster would play a vital role to detect video event
e.g., somebody is running. We draw a circle with cen-
ter (xgc , ygc ), direction βgc , and displacement vector
Lgc for each lower-bound and/or upper-bound clus-
ter on the camera view image to show the detector’s
delectability.

3 EXPERIMENTAL RESULTS

A large variety in the appearance of the event
types makes the events detection task in the surveil-
lance video streams selected for the TRECVid 2008
extremely difficult. The source data ofTRECVid 2008
comprise about 100 hours (10 days × 2 hours per
day × 5 cameras) of video streams obtained from
Gatwich Airport surveillance video data (TRECVid
2008). A number of events for this task were defined.
Since all the videos are taken from surveillance cam-
eras which means the position of the cameras is still
and cannot be changed. However, it was not practical
for us to analyze 100 hours of video except few hours.
The value of k has been considered as 7. If there is a
video event on the real video and the algorithm can
detect that event, then this case is defined as a true
positive or correct detection. If there is no video event
on the real video but the algorithm can detect a video
event, then this case is defined as a false positive or
false alarm detection. If there is a video event on the
real video but the algorithm cannot detect, then this
case is defined as a false negative or miss detection.
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Figure 3. True positive ObjectDrop: Something is dropping from the hand of a baby which has been detected.

Figure 4. True positive ObjectPut: A person is putting a bag from one place to other which has been detected.

Figure 5. True positive ObjectPut: A person is putting a cell phone on the self which has been detected.

Figure 6. False positive ObjectPut: A person is going to sit on a bench which has been detected.

Fig. 3 shows four sample frames of an ObjectDrop
event detected by our proposed detector. Some stuff
from the hands of a baby suddenly fall off on the floor.
The in-flight stuff has been detected as true positive
ObjectDrop event. Object centered at green circle and
falling direction with red arrow have been drawn by
the algorithm. Fig. 4 demos four sample frames of an
ObjectPut event detected by the detector. A person is
putting a hand bag from one location to another. That
event has been detected as true positive ObjectPut.
Fig. 5 depicts four sample frames of another ObjectPut
event detected by our proposed detector. A person is
putting a hand-phone from one place to another. The
event has been detected as true positiveObjectPut. Fig.
6 describes four sample frames of an ObjectPut event
detected by the detector. Someone is going to sit on
the bench in the waiting area. But this event has been

detected as false positive. Fig. 7 traces four sample
frames of an ObjectGet event detected by the detector.
A person is getting some stuff from the floor and plac-
ing some upper location. The event has been detected
as true positive ObjectGet.

Nonetheless, our proposed event detector cannot
detect accurately event e.g., Fig. 8.These type of events
occur with partial occlusion normally. However, up to
to this point, we can conclude that some results repre-
sent the effectiveness of the proposed event detector,
while the rests show the degree of the difficulty of the
problem at hand. TRECVid 2008 surveillance event
detection task is a big challenge to test the applica-
bility of such detector in a real world setting. Yet, we
have obtained much practical experiences which will
help to propose better algorithms in future. Challenges
whichmake circumscribe the performance of our event
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Figure 7. True positive ObjectGet: A person is getting some stuff from the floor which has been detected.

Figure 8. False negative: One person is putting and another is getting some stuffs but both cannot be detected.

detector include but not limited to: (i) a wide vari-
ety in the appearance of event types with differ-
ent view angles; (ii) divergent degrees of imperfect
occlusion; (iii) complicated interactions among peo-
ple; and (iv) shadow and fluctuation. Besides these,
video events have taken place significantly far dis-
tance from the camera and hence the considerable
amount of motion components were insufficient to
analyze over the obtained optical flow information.
These extremely challenging reasons also directly
reflected on the detectors proposed by (Hauptmann
et al. 2008;Orhan et al. 2008;Chmelar et al. 2008), and
(Dikmen et al. 2008). Among those detectors, the best
ObjectGet results obtained by the detector of Orhan
(Orhan and al. 2008). Their proposed detector used
1944 Object- Put events and detected 573 events. This
record limited the performance of their detector by
about 29.5% only, which is still far behind for real
applications.

To detect events from the TRECVid 2008 are
extremely difficult tasks. To solve the existing chal-
lenges of TRECVid 2008, it would take some decades
for computer vision research community. Future direc-
tion would be proposing new efficient algorithms
citing the solution and/or minimization of the exit-
ing limitations. Even so our short term targets cover
detection of events like OpposingFlow along with
the performance improvement of the proposed event
detector. Our current event detector cannot detect
OpposingFlow video event. But we can detect that
event by using the unused horizon-bound cluster.
On the other hand, our long term targets would be
detecting various events e.g., PeopleMeet, People-
Split, Embrace, CellToEar, Pointing, etc. by proposing
better algorithms concerning some degree of min-
imization of the exiting limitations. In this aspect,
the comprehended practical experiences will assist
substantially.

4 CONCLUSION

We presented mainly a detection based approach to
detect several video events. Optical flow techniques
track low level information such as corners, which are
then grouped into several clusters. Geometric means
of locations as well as circular means of direction and
displacement of the corners of each cluster are esti-
mated. Each cluster is interpreted either lower or upper
bounds to detect potential video events. The detec-
tion results of object drop, put, and get at TRECVid
2008 have been exhibited. Some results substantiate
the competence of the detector, while the rests repre-
sent the degree of the difficulty of the problem at hand.
The achieved practical experiences will help to put
forth imperious algorithms and consequently future
investigation would provoke superior results.
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ABSTRACT: Accurate localization of different eye’s parts from videos or still images is a crucial step in
many image processing applications that range from iris recognition in Biometrics to gaze estimation for
Human Computer Interaction (HCI), impaired people aid or, even, marketing analysis for products attractive-
ness. Notwithstanding this, actually, most of available implementations for eye’s parts segmentation are quite
invasive, imposing a set of constraints both on the environment and on the user itself limiting their applicability
to high security Biometrics or to cumbersome interfaces. In this paper we propose a novel approach to segment
the sclera, the white part of the eye. We concentrated on this area since, thanks to the dissimilarity with other
eye’s parts, its identification can be performed in a robust way against light variations, reflections and glasses
lens flare. An accurate sclera segmentation is a fundamental step in iris and pupil localization with respect to
the eyeball center and to its relative rotation with respect to the head orientation. Once the sclera is correctly
defined, iris, pupil and relative eyeball rotation can be foundwith high accuracy even in non-frontal noisy images.
Furthermore its particular geometry, resembling in most of cases a triangle with bent sides, both on the left and
on the right of the iris, can be fruitfully used for accurate eyeball rotation estimation. The proposed technique is
based on a statistical approach (supported by some heuristic assumptions) to extract discriminating descriptors
for sclera and non-sclera pixels. A Support Vector Machine (SVM) is then used as a final supervised classifier.

1 INTRODUCTION

Thanks to the increasing resolution of low cost secu-
rity cameras and to widespread diffusion of Wireless
Sensor Networks, eye parts tracking and segmenta-
tion is getting a growing interest The high stability of
the iris pattern during the whole life and the unique-
ness of its highly structured texture have imposed iris
recognition as one of the most reliable and effective
biometric feature for high-secure identity recogni-
tion or verification(Daugman and Downing 2007).
At the same time the small size of iris details, with
respect to the whole face area, and the high mobil-
ity of the eyeballs require the introduction of several
constraints for the final user in order to obtain good
performance from gaze tracking and iris-based recog-
nition systems (Chou, Shih, Chen, Cheng, and Chen
2010; Duchowski 2007; Zhu and Ji 2007). Among
these constraints the most common ones are: Uni-
form and known light conditions, head position almost
frontal with respect to the camera and/or system cal-
ibration for each user(Shih and Liu 2004). Currently
a significant research effort is oriented toward relax-
ation of these constraints maintaining a high level
of performance. The small size of iris details, with
respect to the whole face for iris recognition biomet-
rics,(Chou, Shih, Chen, Cheng, and Chen 2010) or
the high displacement of the observed point due to

the leverage of a small rotation of the eyeball in gaze
tracking (Duchowski 2007), required the introduction
ofmany constraints for the final user tomake such sys-
tems effective and robust (Zhu and Ji 2007). Further
requests concern uniform and known light conditions,
head positioning almost frontal with respect to the
camera and/or system calibration for each user (Shih
and Liu 2004). Anyway, despite the aforementioned
drawbacks, the high stability of the iris pattern dur-
ing the whole live and the uniqueness of its highly
structured texture made iris recognition one of the
most reliable and effective biometrics for high-security
applications (Daugman and Downing 2007). Many
efforts are actually oriented in making this technique
reliable even in almost unconstrained environments.
Due to the high variability of possible acquisition con-
texts iris recognition or gaze tracking techniques have
to be integrated with other techniques like face local-
izers (Viola and Jones 2004), facial features trackers
(Zhu and Ji 2006), pose estimators, eye localizers and
accurate eyes’ parts detectors. In this paperwe focus on
the last topic, concerning eye’s parts segmentation and
in particular we tackle Sclera localization. The Sclera
is the white part of the eye and its accurate segmenta-
tion can offer considerable advantages in localizing
the iris, possible eyelids occlusions, and accurate
estimation of eyeball rotation with respect to the
facial pose.
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Figure 1. Noise types, see text above for a description.

2 DATABASE DEFINITION

The database we used for algorithm tuning and test
evaluation is the UBIRIS v.2 database (Proenc̨a and
Alexandre 2004), this database differs from other iris
databases, like CASIA (Tan 2010) or UPOL (Dobes
and Machala 2004), since in UBIRIS the acquired iris
images are from those relative to perfect acquisition
conditions and are very similar to those that could be
acquired by a non-invasive and passive system. In par-
ticular UBIRIS is composed of 1877 images collected
from241 persons in two different sessions.The images
present the following types of “imperfections” with
respect to optimal acquisitions (shown in fig. 1):

• Images acquired at different distances from 3m to
7m with different eye’s size in pixel (e.g. a and b).

• Rotated images when the subject’s head is not
upright (e.g. c).

• Iris images off-axis when the iris is not frontal to the
acquisition system (e.g. d and e).

• Fuzzy and blurred images due to subjectmotion dur-
ing acquisition, eyelashes motion or out-of-focus
images (e.g. e and f ). item Eyes clogged by hair
Hair can hide portions of the iris. (e.g. g)

• Iris and sclera parts obstructed by eyelashes or
eyelids (e.g. h and i)

• Eyes images clogged and distorted by glasses or
contact lenses ( e.g. j and k and l)

• Images with specular or diffuse reflections Specular
reflections give rise to bright points that could be
confused with sclera regions. (e.g. l and m)

• Images with closed eyes or truncated parts (e.g.
n and o)

3 COARSE SCLERA SEGMENTATION

The term sclera refers to the white part of the eye that
is about 5/6 of the outer casing of the eyeball. It is
an opaque and fibrous membrane that has a thickness
between 0.3 and 1mm,with both structural and protec-
tive function. Its accurate segmentation is particularly
important for gaze tracking to estimate eyeball rota-
tion with respect to head pose and camera position but
it is also relevant in Iris Recognition systems: since the
Cornea and the Anterior Chamber (Aqueous humor),
the transparent parts in front of the Iris and the Pupil,
present an uneven thickness; Due to the variation of
their refraction indices with respect to the air, if the
framed Iris is not strictly aligned with the camera,
its pattern is distorted accordingly to the refraction
law. Eyeball orientation with respect to the camera
should then be estimated to provide the correct optical
undistortion.

The first step in the described Sclera segmentation
approach is based on a dynamic enhancement of the
R,G,B channel histograms. Being the sclera a white
area, this will encourage the emergence of the region
of interest. Calling xmin and xmax the lower and the
upper limit of the histogram of the considered chan-
nel, assuming that the intensities range from 0 to 1,
we apply, independently on each channel, a non-linear
transform based on a sigmoid curve where the output
intensity y is given by:

where x̄ is the mean value of x , σ is the standard devi-
ation and we assumed α= 10; this value was chosen
making various tests trying to obtain a good contrast
between sclera and non-sclera pixels.

3.1 Training dataset

Wemanually segmented 250 randomly-chosen images
from the whole database dividing pixels into sclera
(ωS ) and non-sclera (ωN ) classes; each pixel can then
be considered as vector in the three dimensions (Red,
Green and Blue)color space �3. 100 of these vectors
are then used in a Linear Discriminant Analysis clas-
sifier (Fukunaga 1990) with the two aforementioned
classes. Using this simple linear classifier we can
obtain a coarse mask for Sclera and Non-Sclera pix-
els using the Mahalanobis distances, DS (y) and DN (y)
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Figure 2. (a) is the original, normalized image, (b)is a
binarymask where ’1’represents pixels whose gradient mod-
ulus is above 0.1, (c)is the mask with filled regions and (d)
is the mask only with regions of high intensity pixels.

respectively from ωS and ωN ; we recall (Fukunaga

1990) that Di(x)=
√
(x− μi)

T �−1
i (x− μi) where

μi is the average vector and �i is the Covariance
Matrix. Accordingly to a minimum Mahalanobis dis-
tance criterium we define a Mask pixel as:

4 DEALINGWITH REFLECTIONS

Specular reflections are always a noise factor in images
with non-metallic reflective surfaces such as cornea
or sclera. Since sclera is not a reflective metallic sur-
face, the presence of glare spots is due to incoherent
reflection of light incident on the Cornea. Typically,
the pixels representing reflections have a very high
intensity, close to pure white. Near to their boundaries,
there are sharp discontinuities due to strong variations
in brightness. The presented algorithm for the reflexes
identification consists mainly of two steps:

• Identification of possible reflection areas by the
identification of their edges through the use of a
sobel operator;

• Intensity analysis within the selected regions.

The first step, using a gray-scaled version of the
image, is based on an approximation of the modulus
of the image gradient,∇I (x, y), by the Sobel 3×3 oper-

ator: Gx =
⎡
⎣−1 0 1
−2 0 2
−1 0 1

⎤
⎦.

So |∇I (x, y)| =
√

G2
x +G2

y where Gy =GT
x . Due

to the sharp edges present on reflexes we adopted a
threshold of 0.1 to define reflex edges; the threshold
value was chose as the best choice in the first 100 used
images (the ones used for training). For each candidate
region we then check, through a morphological fill-
ing operation for 8-connected curves (Gonzalez and
Woods 1992), if it is closed, and, if this is the case, we
assume it as a reflex if all pixels inside have an inten-
sity above the 95% of the maximum intensity present
in the whole image. These steps are shown in fig. 2
where reflexes are insulated. Subtracting reflex regions
from the previously defined candidates for the Sclera
regions provides us with the first rough estimation of
Sclera Regions (Fig. 3).

Figure 3. Preliminary results with reflexes removal, in (c)
classification errors with glasses are presented.

4.1 Results refinement

A first improvement with respect to the aforemen-
tioned problems is based on morphological operators,
they allow small noise removal, holes filling and image
regions clustering: we applied the following sequence:

• Opening with a circular element of radius 3. It
allows to separate elements weakly connected and
to remove small regions.

• Erosion with a circular element of radius 4. It can
help to eliminate small noise still present after
the opening and insulate objects connected by thin
links.

• Removal of elements with area of less than 4 pixels.
• Dilation with a circular element of radius 7 to

fill holes or other imperfections and tends to joint
neighbor regions.

Radii of structuring elements to perform aforemen-
tioned tasks were heuristically found. They performed
well on UBIRIS images but may be that different
acquisition set-ups could require a different tuning.

Intensity analysis within the selected regions fits
wellwith theUBIRIS database, but, in case of different
resolution images should scale accordingly to the eye
size. The results are presented in fig. 4

The center of the different regions are then used
as seeds for a watershed analysis that will allow
us to obtain accurate edges for each region in the
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