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Preface

Image recognition and classification is one of the most actively pursued
areas in the broad field of imaging sciences and engineering. The reason is
evident: the ability to replace human visual capabilities with a machine is
very important and there are diverse applications. The main idea is to
inspect an image scene by processing data obtained from sensors. Such
machines can substantially reduce the workload and improve accuracy of
making decisions by human operators in diverse fields including the military
and defense, biomedical engineering systems, health monitoring, surgery,
intelligent transportation systems, manufacturing, robotics, entertainment,
and security systems.

Image recognition and classification is a multidisciplinary field. It
requires contributions from diverse technologies and expertise in sensors,
imaging systems, signal/image processing algorithms, VLSI, hardware and
software, and packaging/integration systems.

In the military, substantial efforts and resources have been placed in this
area. The main applications are in autonomous or aided target detection
and recognition, also known as automatic target recognition (ATR). In
addition, a variety of sensors have been developed, including high-speed
video, low-light-level TV, forward-looking infrared (FLIR), synthetic aper-
ture radar (SAR), inverse synthetic aperture radar (ISAR), laser radar
(LADAR), multispectral and hyperspectral sensors, and three-dimensional
sensors. Image recognition and classification is considered an extremely
useful and important resource available to military personnel and opera-
tions in the areas of surveillance and targeting.

In the past, most image recognition and classification applications have
been for military hardware because of high cost and performance demands.
With recent advances in optoelectronic devices, sensors, electronic hard-
ware, computers, and software, image recognition and classification systems
have become available with many commercial applications.
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While there have been significant advances in image recognition and
classification technologies, major technical problems and challenges face
this field. These include large variations in the inspected object signature
due to environmental conditions, geometric variations, aging, and target/
sensor behavior (e.g., IR thermal signature fluctuations, reflection angles,
etc.). In addition, in many applications the target or object of interest is a
small part of a very complex scene under inspection; that is, the distorted
target signature is embedded in background noise such as clutter, sensor
noise, environmental degradations, occlusion, foliage masking, and camou-
flage. Sometimes the algorithms are developed with a limited available train-
ing data set, which may not accurately represent the actual fluctuations of
the objects or the actual scene representation, and other distortions are
encountered in realistic applications. Under these adverse conditions, a reli-
able system must perform recognition and classification in real time and
with high detection probability and low false alarm rates. Therefore, pro-
gress is needed in the advancement of sensors and algorithms and compact
systems that integrate sensors, hardware, and software algorithms to pro-
vide new and improved capabilities for high-speed accurate image recogni-
tion and classification.

This book presents important recent advances in sensors, image proces-
sing algorithms, and systems for image recognition and classification with
diverse applications in military, aerospace, security, image tracking, radar,
biomedical, and intelligent transportation. The book includes contributions
by some of the leading researchers in the field to present an overview of
advances in image recognition and classification over the past decade. It
provides both theoretical and practical information on advances in the field.

The book illustrates some of the state-of-the-art approaches to the field of
image recognition using image processing, nonlinear image filtering, statis-
tical theory, Bayesian detection theory, neural networks, and 3D imaging.
Currently, there is no single winning technique that can solve all classes of
recognition and classification problems. In most cases, the solutions appear
to be application-dependent and may combine a number of these
approaches to acquire the desired results.

Image Recognition and Classification provides examples, tests, and experi-
ments on real world applications to clarify theoretical concepts. A bibliog-
raphy for each topic is also included to aid the reader. It is a practical
book, in which the systems and algorithms have commercial applications
and can be implemented with commercially available computers, sensors,
and processors. The book assumes some elementary background in signal/
image processing. It is intended for electrical or computer engineers with
interests in signal/image processing, optical engineers, computer scientists,
imaging scientists, biomedical engineers, applied physicists, applied mathe-
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maticians, defense technologists, and graduate students and researchers in
these disciplines.

I would like to thank the contributors, most of whom I have known for
many years and are my friends, for their fine contributions and hard work. I
also thank Russell Dekker for his encouragement and support, and Eric
Stannard for his assistance. I hope that this book will be a useful tool to
increase appreciation and understanding of a very important field.

Bahram Javidi
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1
Neural-Based Target Detectors for
Multiband Infrared Imagery

Lipchen Alex Chan, Sandor Z. Oer, and
Nasser M. Nasrabadi
U.S. Army Research Laboratory, Adelphi, Maryland

1.1 INTRODUCTION

Human visual performance greatly exceeds computer capabilities, probably
because of superior high-level image understanding, contextual knowledge,
and massively parallel processing. Human capabilities deteriorate drastically
in a low-visibility environment or after an extended period of surveillance,
and certain working environments are either inaccessible or too hazardous
for human beings. For these reasons, automatic recognition systems are
developed for various military and civilian applications. Driven by advances
in computing capability and image processing technology, computer mimi-
cry of human vision has recently gained ground in a number of practical
applications. Specialized recognition systems are becoming more likely to
satisfy stringent constraints in accuracy and speed, as well as the cost of
development and maintenance.

The development of robust automatic target recognition (ATR) sys-
tems must still overcome a number of well-known challenges: for example,
the large number of target classes and aspects, long viewing range, obscured
targets, high-clutter background, different geographic and weather condi-
tions, sensor noise, and variations caused by translation, rotation, and scal-
ing of the targets. Inconsistencies in the signature of targets, similarities
between the signatures of different targets, limited training and testing
data, camouflaged targets, nonrepeatability of target signatures, and

1
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difficulty using available contextual information makes the recognition pro-
blem even more challenging.

A complete ATR system typically consists of several algorithmic com-
ponents, such as preprocessing, detection, segmentation, feature extraction,
classification, prioritization, tracking, and aimpoint selection [1]- Among
these components, we are particularly interested in the detection-classifica-
tion modules, which are shown in Fig. 1. To lower the likelihood of omitting
targets of interest, a detector must accept a nonzero false-alarm rate. Figure
1 shows the output of a detector on a typical image. The detector has found
the target but has also selected a number of background regions as potential
targets. To enhance the performance of the system, an explicit clutter rejec-
tor may be added to reject most of the false alarms produced by the detector
while eliminating only a few of the targets. Clutter rejectors tend to be much
more complex than the detector, giving better performance at the cost of
greater computational complexity. The computational cost is often unim-
portant because the clutter rejector needs to operate only on the small subset
of the image that is indicated by the detector.

The ATR learning environment, in which the training data are
collected, exerts a powerful influence on the design and performance of
an ATR system. Dasarathy [2] described these environments in an increas-
ing order of difficulty, namely the supervised, imperfectly supervised, un-
familiar, vicissitudinous, unsupervised, and partially exposed environments.
In this chapter, we assume that our training data come from an unfamiliar
environment, where the labels of the training data might be unreliable to a
level that is not known a priori. For the experimentation presented in this
chapter, the input images were obtained by forward-looking infrared

DETECTOR
STAGE

CLUTTER
REJECTION

STAGE

N-CLASS
CLASSIFIER

STAGE

Input
image

Potential
detections

Target
chip

Target
type

Figure 1 A typical ATR system.
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(FLIR) sensors. For these sensors, the signatures of the targets within the
scene are severely affected by rain, fog, and foliage [3]. Clark et al. [4] used
an information-theoretic approach to evaluate the information bound of
FLIR images in order to estimate the best possible performance of any
ATR algorithm that uses the given FLIR images as inputs. On the other
hand, some FLIR enhancement techniques may be used to preprocess
the FLIR input images. Lo [5] examined six of these techniques and
found that a variable threshold zonal filtering technique performed most
satisfactorily.

The major goal of this research is to examine the benefits of using two
passive infrared images, sensitive to different portions of the spectrum, as
inputs to a target detector and clutter rejector. The two frequency bands
that we use are normally described as mid-wave (MW, 3-5 fim) and long-
wave (LW, 8-12//m) infrared. Two such images are shown in Fig. 2.
Although these images look roughly similar, there are places where different
intensities can be noted. The difference tends to be more significant during
the day, because reflected solar energy is significant in the mid-wave band,
but not in the long-wave band. These differences have indeed affected the
detection results of an automatic target detector. As shown in Fig. 3, dif-
ferent regions of interest were identified by the same target detector on these
two images. Because a different performance is obtained using either the
MW or the LW imagery, our first question is which band alone provides
better performance in target detection and clutter rejection? The second
question is whether combining the bands results in better performance
than using either band alone, and if so, what are the best methods of
combining these two bands.

Figure 2 Typical FLIR images for the mid-wave (left) and long-wave (right)
bands, with an M2 tank and a HMMWV around the image center. Different degree
of radiation, as shown by the windshield of the HMMWV, is quite apparent.
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Figure 3 The first seven regions of interest detected on the mid-wave (left) and the
long-wave (right) bands. Note that the M2 tank is missed in the case of the long-wave
image but detected in the mid-wave image.

To answers these questions, we developed a set of eigen-neural-based
modules and use them as either a target detector or clutter rejector in our
experiments. As shown in Fig. 4, our typical detector/rejector module con-
sists of an eigenspace transformation and a multilayer perceptron (MLP).
The input to the module is the region of interest (target chip) extracted
either from an individual band or from both of the MW and LW bands
simultaneously. An eigen transformation is used for feature extraction and
dimensionality reduction. The transformations considered in this chapter
are principal component analysis (PCA) [6], the eigenspace separation trans-
form (EST) [7], and their variants that were jointly optimized with the MLP.
These transformations differ in their capability to enhance class separability
and to extract component features from a training set. When both bands are
input together, the two input chips are transformed through either a set of
jointly obtained eigenvectors or two sets of band-specific eigenvectors. The
result of the eigenspace transformation is then fed to the MLP that predicts
the identity of the input, which is either a target or clutter. Further descrip-
tions about the eigenspace transformation and the MLP are provided in the
next two sections. Experimental results are presented in Section 4. Some
conclusions are given in the final section of this chapter.

1.2 EIGENTARGETS

We used two methods to obtain the eigentargets from a given set of training
chips. PCA is the most basic method, from which the more complicated EST
method is derived.

4
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Eigen Transformation Simple MLP

Input

Output

Figure 4 Schematic diagram of our detector/rejector module.

1.2.1 Principal Component Analysis

Also referred to as the Hotelling transform or the discrete Karhunen-Loeve
transform, PCA is based on statistical properties of vector representations.
PCA is an important tool for image processing because it has several useful
properties, such as decorrelation of data and compaction of information
(energy) [8]. Here, we provide a summary of the basic theory of PCA.

Assume a population of random vectors of the form

*2

(1)

The mean vector and the covariance matrix of the vector population x are
defined as

mx = E{x] (2)

Cx=£{(x-mx)(x-mx)r} (3)

respectively, where £{arg} is the expected value of the argument and T
indicates vector transposition. Because x is n dimensional Cx is a matrix
of order n x n. Element cti of Cx is the variance of x,- (the /th component of
the x vectors in the population) and element Cy of Cx is the covariance
between elements x, and Xf of these vectors. The matrix Cx is real and
symmetric. If elements x,- and xf are uncorrelated, their covariance is zero
and, therefore, Cy = c,-,- = 0. For N vector samples from a random popula-

5
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tion, the mean vector and covariance matrix can be approximated respec-
tively from the samples by

1 N

HK (4)

1 N

(5)

Because Cx is real and symmetric, we can always find a set of n ortho-
normal eigenvectors for this covariance matrix. A simple but sound algor-
ithm to find these orthonormal eigenvectors for all really symmetric matrices
is the Jacobi method [9], The Jacobi algorithm consists of a sequence of
orthogonal similarity transformations. Each transformation is just a plane
rotation designed to annihilate one of the off-diagonal matrix elements.
Successive transformations undo previously set zeros, but the off-diagonal
elements get smaller and smaller, until the matrix is effectively diagonal (to
the precision of the computer). The eigenvectors are obtained by accumulat-
ing the product of transformations during the process, and the main diag-
onal elements of the final diagonal matrix are the eigenvalues. Alternatively,
a more complicated method based on the QR algorithm for real Hessenberg
matrices can be used [9]. This is a more general method because it can
extract eigenvectors from a nonsymmetric real matrix. It becomes increas-
ingly more efficient than the Jacobi method as the size of the matrix
increases. Because we are dealing with large matrices, we used the QR
method for all experiments described in this chapter. Figure 5 shows the
first 100 (out of the 800 possible in this case) most dominant PC A eigen-
targets and eigenclutters, which were extracted from the target and clutter
chips in the training set, respectively. Having the largest eigenvalues, these
eigenvectors capture the greatest variance or energy as well as the most
meaningful features among the training data.

Let e, and kh i = 1,2,.. . , n, be the eigenvectors and the corresponding
eigenvalues, respectively, of Cx, sorted in a descending order so that kf- >
A.y+I for 7 = 1, 2 , . . . , n - 1. Let A be a matrix whose rows are formed from
the eigenvectors of Cx, such that

e2
A = (6)

6
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Figure 5 First 100 most dominant PCA eigenvectors extracted from the target
(top) and clutter (bottom) chips.

7
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This A matrix can be used as a linear transformation matrix that maps the
x's into vectors, denoted by y's, as follows:

y = A(x - mx) (7)

The y vectors resulting from this transformation have a zero mean vector;
that is, my — 0. The covariance matrix of the y's can be computed from A
and Cx by

X^Y -™- .^W^Y-**- (8)

Furthermore, Cy is a diagonal matrix whose elements along the main diag-
onal are the eigenvalues of Cx; that is,

0

cy = (9)

0

Because the off-diagonal elements of Cy are zero, the elements of the y
vectors are uncorrelated. Because the elements along the main diagonal of
a diagonal matrix are its eigenvalues, Cx and Cy have the same eigenvalues
and eigenvectors.

On the other hand, we may want to reconstruct vector x from vector y.
Because the rows of A are orthonormal vectors, A"1 — AT'. Therefore, any
vector x can be reconstructed from its corresponding y by the relation

x = A ry + mx (10)

Instead of using all the eigenvectors of Cx, we may pick only k eigenvectors
corresponding to the k largest eigenvalues and form a new transformation
matrix A^ of order k x n. In this case, the resulting y vectors would be k
dimensional, and the reconstruction given in Eq. (10) would no longer be
exact. The reconstructed vector using A* is

x = A^y + mx (ID
The mean square error (MSE) between x and x can be computed by the
expression

. 7 - 1 y=i j^k+\

Because the k/s decrease monotonically, Eq. (12) shows that we can mini-
mize the error by selecting the k eigenvectors associated with the k largest

8
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eigenvalues. Thus, the PCA transform is optimal in the sense that it mini-
mizes the MSE between the vectors x and their approximations x.

1.2.2 Eigenspace Separation Transform

The EST has been proposed by Torrieri as a preprocessor to a neural binary
classifier [10]. The goal of the EST is to transform the input patterns into a
set of projection values such that the size of a neural classifier is reduced and
its generalization capability is increased. The size of the neural network is
reduced, because the EST projects an input pattern into an orthogonal
subspace of smaller dimensionality. The EST also tends to produce projec-
tions with different average lengths for different classes of input and, hence,
improves the discriminability between the targets. In short, the EST pre-
serves and enhances the classification information needed by the subsequent
classifier. It has been used in a mine-detection task with some success [11].

The transformation matrix S of the EST can be obtained as follows:

1. Computer the n x n correlation difference matrix

1 N] 1 Nl

^^JJ-J2X^P^^J1X^ (i3)

where Nx and \]p are the number of patterns and the/?th training
pattern of Class 1, respectively. N2 and x2q are similarly related
to Class 2 (which is the complement of Class 1).

2. Calculate the eigenvalues of M {k^ \i = 1,2,. . . , n}.
3. Calculate the sum of the positive eigenvalues

n

E+ = J2k* if *i >0 (14)

and the sum of the absolute values of the negative eigenvalues

n

E~ = J2 M if Xi < 0 (]5)

(a) If E+ > £„ , then take all the k eigenvectors of M that have
positive eigenvalues and form the n x k matrix S.

(b) If E+ < ZL, then take all the k eigenvectors of M that have
negative eigenvalues and form the n x k matrix S.

(c) If E+ = E_, then use either subset of eigenvectors to form the
matrix S, preferably the smaller subset.
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Given the S transformation matrix, the projection yp of an input
pattern xp is computed as ŷ  = STxp. The yp, with a smaller dimension
(because k <n) and presumably larger separability between the classes,
can then be sent to a neural classifier. Figure 6 shows the eigenvectors
associated with the positive and negative eigenvalues of the M matrix that
was computed with the target chips as Class 1 and the clutter chips as Class

Figure 6 First 100 most dominant EST eigenvectors associated with positive (top)
and negative (bottom) eigenvalues.
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First eigenvalues for PCA and EST
are 325 and 237, respectively.

PCA-Target

EST-Positive

I i I i [_

20 30 40 50 60 70

Sorted eigenvector
80 90 100

Figure 7 Rapid attenuation of eigenvalues.

2. From the upper part of Fig. 6, the signature of targets can be clearly seen.
On the other hand, the lower part represents all the features of clutters.

As we can see from Figs. 5 and 6, only the first few dozens of the
eigentargets contain consistent and structurally significant information per-
taining to the training data. These eigentargets exhibit a reduction in infor-
mation content as their associated eigenvalues rapidly decrease, which is
depicted in Fig. 7. For the less meaningful eigentargets, say the 50th and
all the way up to the 800th, only high-frequency information is present. In
other words, by choosing k = 50 in Eq. (12) when n — 800, the resulting
distortion error, e, would be small. Although the distortion is negligible,
there is a 16-fold reduction in input dimensionality.

1-3 MULTILAYER PERCEPTRON

After projecting an input chip to a chosen set of k eigentargets, the resulting
k projection values are fed to an MLP classifier, where they are combined
nonlinearly. A typical MLP used in our experiments, as shown on the right-
hand side in Fig. 4, has k + 1 input nodes (with an extra bias input), several
layers of hidden nodes, and one output node. In addition to full connections
between consecutive layers, there are also shortcut connections directly from
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one layer to all other layers, which may speed up the learning process. The
MLP classifier is trained to perform a two-class problem, with training
output values of ±1. Its sole task is to decide whether a given input pattern
is a target (indicated by a high output value of around +1) or clutter (indi-
cated by a low output value of around —1). The MLP is trained in batch
mode using Qprop [12], a modified backpropagation algorithm, for a faster
but stable learning course.

Alternatively, the eigenspace transformation can be implemented as an
additional linear layer that attaches to the input layer of the simple MLP
above. As shown in Fig. 8, the resulting augmented MLP classifier, which is
collectively referred to as a PCAMLP network in this chapter, consists of a
transformation layer and a back-end MLP (BMLP). When the weights
connecting the new input nodes to the /cth output node of the transforma-
tion layer are initialized with the kXh PCA or EST eigenvector, the linear
summation at the Arth transformation output node is equivalent to the kth
projection value. The advantage of this augmented structure is to enable a
joint optimization between the transformation (feature extraction) layer and
the BMLP classifier, which is achieved by adjusting the corresponding
weights of the transformation layer based on the error signals backpropa-
gated from the BMLP classifier.

The purpose of joint optimization is to incorporate class information
in the design of the transformation layer. This enhancement is especially

Shortcut connect to

Transformation Back-end MLP

Figure 8 An augmented MLP (or PCAMLP) that consists of a transformation
layer and a back-end MLP.
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useful to the PCA eigenvectors, because the class-separation issue has never
been considered during their derivation. During the joint operation process,
the transformation weights are gradually adjusted, suing a variety of gradi-
ent descent-based algorithms, so that the overall error is reduced at the
output node of the back-end MLP. Although the discriminability of the
transformation layer is enhanced, it may lose some of its energy compaction
capability in exchange. These changes are exhibited in Fig. 9, where the
structural characteristics of the PCA eigenvectors are gradually given
away to local emphases that distinguish the targets from clutter. After a
prolonged joint optimization process, the succinct PCA structures could be
completely replaced by incomprehensible patterns that have overfitted the
training samples. Care should be taken to avoid overtraining the transfor-
mation layer.

It is interesting to observe that similar evolutions also occur when we
initialize the transformation layer with random weights, instead of initializ-
ing with the PCA or EST eigenvectors. Adjusted through a supervised gra-
dient descent algorithm, these random weights connected to each output
node of the transformation layer gradually evolve into certain features
that try to maximize the class separation for the BMLP classifier. A typical
evolution of a five-node supervised transformation matrix is shown in
Fig. 10, after it had been trained for 689, 3690, 4994, and 9987 epochs,
respectively. Note that the random weights at the early stage evolved into
more structural features that resemble those of the PCA eigenvectors shown

Figure 9 Changes in PCA eigenvectors after (a) 0, (b) 4752, and (c) 15751 epochs
of backpropagation training to enhance their discriminability.
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Figure 10 The evolution of transformation vectors that were initialized with ran-
dom weights and trained with a gradient descent algorithm, after (a) 689, (b) 3690,
(c) 4994, and (d) 9987 epochs of training.

in Fig. 9a. Nonetheless, these features became incomprehensible and less
structural again when the training session was extended.

In contrast to the PCA transformation, the above supervised transfor-
mation does not attempt to optimize the energy compaction on the training
data. In addition, the gradient descent algorithm is very likely to be trapped
at a local minimum in the treacherous weight space of p x m dimensions or
in its attempts to overfit the training data with strange and spurious solu-
tions. A better approach would be using a more sophisticated training algo-
rithm that is capable of optimizing both the interclass discriminability and
energy compaction simultaneously.

Let us first consider the issue of energy compaction during joint dis-
crimination-compression optimization training. Instead of extracting the
PCA eigenvectors from the covariance matrix Cx, we can compute them
directly from the x input vectors via a single-layer self-organized neural
network [13]. An example of such a neural network, with predefined p
input nodes and m linear output nodes, is shown in Fig. 11. If the network
is trained with the generalized Hebbian algorithm (GHA) proposed by
Sanger [14], the activation value of the £th output neuron, yk, converges
to the kth most dominant eigenvalue associated with the input data. At the
same time, thep weights leading to the /rth output neuron, wkh i — 1,...,/?,
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Figure 11 A single-layer self-organized neural network.

become the eigenvector associated with the /rth dominant eigenvalue.
Suppose we want to find the m most dominant eigenvalues and their asso-
ciated eigenvectors based on S input samples of size p, namely xs

h

s = 1 , . . . , 5, / = 1,...,/?. The corresponding GHA network can be trained
through the following steps:

1. At iteration / = 1 , initialize all the adjustable weights, wJh

y = l , . . . , m , f = l , . . . , / > , to small random values. Choose a
small positive value for the learning rate parameter rj.

s2. Compute the output value y j(t) and weight adjustment Awj,(0
for s = 1 , . . . , 5, j = 1 , . . . , m, i = 1,...,/?, as follows:

(16)
1=1

J

(17)
k=\

3. Modify the weights, u 7̂, j — 1 , . . . , m, / = 1,...,/? for this itera-
tion:
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1 S

Wjt(t + 1) = WjM + -J2 A 4 W (18)
s~\

4. Increment / by 1 and go back to Step 2. Repeat Steps 2-4 until all
the weights reach their steady-state values.

We combine the unsupervised GHA with a supervised gradient des-
cent algorithm (such as the Qprop algorithm) to perform a joint discrimina-
tion-compression optimization. Note that the GHA network in Fig. 11
structurally and functionally resembles the transformation layer of the
PCAMLP shown in Fig. 8. Therefore, we may adjust the weights of the
transformation layer in Fig. 8 as follows:

w^t + 1) = \\>ji(f) + a [PCA contribution] + P [BMLP contribution]

- H;/Y(0 + aUj2 AM$<'>) ~ ̂ f e ^ W ] (19)

1 s

= WjM + £ £ [ffM/W - &W] (20)

The PCA contribution in Eq. (19) is defined earlier as the second term on the
right-hand side of Eq. (18). The <£•(/) in Eq. (20) is the error signal back-
propagated from the BMLP to the7th output neuron of the transformation
layer for training sample s at iteration /, whereas the ATJ is the same input
vector defined in Eq. (16). The strength of the PCA contribution on the joint
transformation is controlled by a, whereas f$ controls the contribution of
gradient descent learning. If a = 0, a regular supervised transformation is
performed. Setting P = 0 results in a standard PCA transformation, pro-
vided that the rj in Eq. (17) is small enough [14].

For the joint transformation to acquire PCA-like characteristics, the r\
in Eq. (17) and a in Eq. (20) must be small. To prevent the gradient descent
effect from dominating the joint transformation, the ft has to be small also.
As a result, the training process is slow. To speed up the process, we first
obtain the standard PCA eigenvectors using the much more efficient QR
algorithm [9] and initialize the transformation layer in Fig. 8 with these
eigenvectors. Equation (20) is then used to jointly optimize the transforma-
tion layer and the classifier together. It is easier to observe performance
changes in this way, as the joint transformation attempts to maximize its
discriminative power while maintaining its energy compression capability
simultaneously.

The effect of this joint discrimination-compression optimization can
be clearly seen in Fig. 12. Figure 12a shows the first five most dominant



Neural-Based Target Detectors 17

Figure 12 The effect of joint discrimination-compression optimization. The five
transformation vectors show as standard PCA eigenvectors (a), after 12519 epochs of
Qprop (b), or after 12217 epochs of Qprop + GHA training (c). With randomly
initialized values, they appear after 17654 epochs of Qprop (d) or 34788 epochs of
Qprop + GHA training (e).

PCA eigenvectors obtained with the standard QR algorithm. If we initialize
the transformation layer of the PCAlVfLP with these standard PCA eigen-
vectors and adjust them based on the supervised Qprop algorithm only, the
resulting weight vectors, as shown in Fig. 12b and similarly in Fig. 9c, would
gradually lose all of their succinct structures to quasirandom patterns.
However, if Eq. (20) with small nonzero a and ft are used, the most impor-
tant structures of the PCA eigenvectors are always preserved, as we can see
in Fig. 12c. If we initialize the transformation vectors with random weights
rather than PCA eigenvectors, the Qprop algorithm alone could only forge
them into incomprehensible features, as shown in Fig. 12d as well as Fig.
lOd, after an extended period of training. With the joint discrimination-
compression optimization, even the random weights evolve into the mostly
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understandable features as shown in Fig. 12e. Out of the five feature vectors
displayed in Fig. 12e, only the fourth one fails to exhibit a clear structure.
Comparing the other four vectors of Fig. 12e to the corresponding vectors in
Fig. 12a, a clear relationship can be established. Reverse-video of the first
vector and fifth vector might be caused by an a value that is too large or
might be an anomaly of the GHA algorithm when initialized with random
weights. The sign of both \vki(t) and ys

k(t) can flip without affecting the
convergence of the algorithm, as can be seen in Eq. (17). The only effect
on the back end of the MLP is to flip the signs of the weights that are
connected to the yi(t). The other minor differences in these vector pairs
are probably the work of the Qprop algorithm.

1.4 EXPERIMENTAL RESULTS

A series of experiments was used to examine the performance of the
PCAMLP, either as a target detector or clutter rejector. We also investi-
gated the usefulness of a dual-band FLIR input dataset and the best way to
combine the two bands in order to improve the PCAMLP target detector or
clutter rejector. We used 12-bit gray-scale FLIR input frames similar to
those shown in Fig. 2, each of which measured 500 x 300 pixels in size.
There were 461 pairs of LW-MW matching frames, with 572 legitimate
targets posed between 1 and 4 km in each band. First, we trained and tested
the PCAMLP as a clutter rejector that processed the output of an automatic
target detector called NVDET (developed at the U.S. Army Research
Laboratory). Then, we used the trained PCAMLP as a target detector on
its own and compared its detection performance to that of NVDET on the
same dataset.

1.4.1 PCAMLP as a Clutter Rejector

In order to find the answers for the three questions raised in Section 1.1, we
have designed four different clutter rejection setups. As shown in Fig. 13, the
first two setups use an individual MW or LW band alone as input. Based on
the results from these two setups, we should be able to answer the first
question, namely which band alone may perform better in our clutter rejec-
tion task? For setup c, we stack the MW and LW chips extracted at the same
location before the eigenspace transformations. In this case, the size of each
eigenvector is doubled, but not the number of projection values fed to the
MLP. If the performance of setup c is better than both setups a and b, then
we may say that there is an advantage to using dual band simultaneously.
Finally, setup d is almost the same as combining setups a and b, except the
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MW PCA/
EST

MLP Output

(a)

LW PCA/
EST

MLP Output

(b)

MW

LW

PCA/
EST

MLP Output

(c)

MW PCA/
EST

LW PCA/
EST

MLP Output

(d)

Figure 13 Four different setups for our clutter rejection experiments.

projection values resulting from each eigenspace transformation are now
combined before feeding to an MLP with twice as many input nodes.
Comparing the performance of setups c and d, we can find out if it is better
to combine the two bands before or after the eigenspace transformation.

The chips extracted from each band has a fixed size of 75 x 40 pixels.
Because the range to the targets varies from 1 to 4 km, the size of the targets
varies considerably. For the first dataset, the chips were extracted from the
location suggested by the NVDET. As shown in Fig. 14, many of these so-
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Target chips

Clutter chips

Figure 14 Examples of detector-centered chips.

called detector-centered chips end up with the target lying off-center within
the chip. This is a very challenging problem, because the chips of a parti-
cular target, posed at the same viewing distance and aspect, may appear
different. Furthermore, any detection point would be declared as a miss
when its distance from the ground-truth location of a target is greater
than a predefined threshold. Hence, a clutter chip extracted around a miss
point may contain a significant part of a target, which is very similar to an
off-centered target chip. Therefore, it is difficult to find an unequivocal class
boundary between the targets and the clutter. The same numbers of chips
were created for the MW and LW in all experiments.

We have also created ground-truth-centered chips, which were
extracted around the ground truth location of a detected target, as our
second dataset. The extraction process of this dataset is almost the same
as in the previous dataset, except that whenever a detection suggested by the
target detector is declared as an acceptable hit, we move the center of chip
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extraction from the detected location to the ground-truth center of the
corresponding target. In this case, all the target silhouettes were properly
centered within the chips, so that a class boundary between the targets and
the clutter becomes more feasible. However, some partial targets still
appeared on some of the clutter chips, undermining the notion of clear-
cut class boundaries. Also, the size of targets continue to fluctuate consider-
ably at different viewing ranges, which complicates the culmination of target
distinction. Examples of good-truth-centered chips are given in Fig. 15.

The third dataset consists of chips that were properly centered and
zoomed based on ground-truth location and range. The target appears at
the center of each chip with a relatively consistent silhouette size.
Nonetheless, the signatures of the same target may still exhibit a wide
scope of appearances due to differences in zoomed resolution, viewing
aspect, operational and weather conditions, environmental effects, and
many other factors. Figure 16 shows a few chips from the third dataset.

Target chips

Clutter chips

Figure 15 Examples of ground-truth-centered chips.
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Target chips

Clutter chips

Figure 16 Examples of ground-truth-centered and zoomed chips.

To reduce the computational complexity while retaining enough infor-
mation embedded in the chips, we down-sampled the input image chip from
75 x 40 pixels to 40 x 20 pixels. As shown in Fig. 7, the eigenvalues diminish
rapidly for both the PCA and EST methods, but those of the EST decrease
even faster. In other words, the EST may produce a higher compaction in
information. The eigenvalues approach zero after the 40th or so eigentarget,
so we were interested in no more than the 40 most dominant eigentargets,
instead of all 800 eigentargets. For setups a, b, and c, we used the 1, 5, 10,
20, 30, and 40 most dominant eigentargets of each transformation to pro-
duce the projection values for the MLP. For setup d, we used the 1, 5, 10, 20,
and 25 projection values of each band to feed the corresponding MLPs with
2, 10, 20, 30, 40, and 50 input nodes, respectively. In each case, five inde-
pendent training processes were tried with different initial MLP weights.
The average hit rates of each setup for detector-centered chips, at a con-
trolled false-alarm rate of 3%, are tabulated in Table 1. The bold numbers
in the table indicate the best PCA and EST performance achieved for each
setup with this dataset.
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Table 1 Performance on Detector-Centered Chips at 3% False-Alarm Rate

23

Average hit rates of five runs (%)

No. of
MLP Data

a 1 c d

inputsa type PCA EST PCA EST PCA EST PCA EST

1/2 Train
Test

21.08
20.07

46.31
42.68

26.31
23.69

43.96
40.87

25.41
22.78

48.83
45.21

25.55
23.98

50.05
45.28

5/10 Train
Test

78.02
70.27

79.10
70.78

72.93
61.05

78.02
65.50

82.84
74.40

85.05
77.21

87.14
76.20

85.48
74.07

10/20 Train
Test

79.93
73.24

81.69
72.88

76.40
63.00

79.86
67.05

88.25
79.49

90.59
81.88

88.22
78.66

90.20
74.14

20/30 Train
Test

83.35
74.50

85.01
74.47

79.06
66.91

85.30
69.26

89.69
81.66

89.04
76.17

85.66
77.87

87.57
74.29

30/40 Train
Test

79.17
66.91

80.29
64.34

78.81
66.76

76.72
61.05

91.78
80.25

85.55
71.86

80.94
73.27

88,32
72.19

40/50 Train
Test

68.18
62.82

57.48
48.35

70.09
62.17

62.25
51.97

88.50
78.70

82.63
68.54

74.67
70.38

76.14
65.06

First number is for setups a, b, and c. Second number is for setup d.

Comparing setup a and b in Table 1, we can see that the MW band
performed better than the LW band when a moderate number of 5-30
projection values were fed to the MLP. For both setups, the peak perfor-
mance was achieved with 20 MLP inputs. Although their peak hit rates for
the training set are somewhat comparable, the MW leads in the testing
performance by 5-8%. Therefore, the MW sensor seems to be the better
candidate than the LW, if we have to choose only one of them for our clutter
rejector. It should be noted that this conclusion may apply only to the
specific sensors used for this study. If we compare setup a with setup c,
we note significant improvement achieved by the stacked dual-band input
in both training and testing sets, which ranges from 5% to 8% again. In
other words, processing the MW and LW jointly is better than using either
one of them alone. The way we merge the two bands also affects the clutter
rejection performance. Although the performances of setups c and d are
similar, setup c is the clear winner when it comes to the peak performance
and in the cases where 20 or more MLP inputs were used. Therefore, com-
bining the dual band before the eigenspace transformation, rather than
after, is the better way to utilize the MW and LW jointly.

In order to examine the effect on the clutter rejector of accurate cen-
tering of the targets within the input chips, we repeated the above experi-
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ments with the second dataset. Once again, we tabulated the average hit
rates achieved by each setup in Table 2 and marked with bold numbers the
best performance of all setups. When we look at the best performance in
Table 2, the relationships among the four setups are similar to those exhib-
ited in Table 1. Due to the distinctly improved target chips in this case,
performance of all setups have dramatically improved. Emerging from
much lower hit rates on the first dataset, the single-band setups have
made a greater gain than the dual-band setups with the improved target
centering offered by the second dataset. As a result, the performance edge of
the dual-band clutter rejectors has shrunk to about 5%. In other words, the
usefulness of dual-band input would be reduced if the prior target detector
could detect the ground-truth target center more accurately.

Finally, we repeated the same set of experiments on the third dataset,
in which the target chips were centered and zoomed correctly using the
ground-truth information. We give the average hit rates of each setup in
Table 3. With a quick glance on the bold numbers in Table 3, one can see
that near-perfect hit rates were achieved by almost every setup for the
training set, even at a demanding 3% false-alarm rate. The performance
on the testing set are not far behind either, with those of the setup a tailing
at around 94%. In other words, accurate zooming of the target has helped
every setup, especially the weaker single-band clutter rejectors.

Table 2 Performance on Ground-Truth-Centered Chips at 3% False-Alarm Rate

Average hit rates of five runs (%)

No. of a 1 c d
MLP Data
inputsa type PCA EST PCA EST PCA EST PCA EST

1/2 Train 26.50 45.16 35.24 48.64 31.01 50.72 34.14 56.63
Test 27.37 47.26 35.57 48.26 29.95 51.74 34.18 56.86

5/10 Train 89.92 89.93 87.44 85.41 92.31 94.34 94.00 95.38
Test 85.92 83.83 85.42 85.42 90.25 90.85 88.71 91.14

10/20 Train 92.11 93.40 91.02 88.88 94.84 96.58 97.87 93.60
Test 85.27 85.07 86.81 86.37 88.26 89.35 89.40 87.21

20/30 Train 90.47 88.69 83.47 80.00 97.47 97.37 95.43 95.39
Test 86.97 79.31 80.20 73.73 91.29 90.94 89.80 87.31

30/40 Train 71.96 67.10 77,02 66.70 97.96 92.11 87.84 89.83
Test 71.69 62.84 71.14 60.60 89.65 86.82 84.83 81.15

40/50 Train 77.92 70.67 79.30 69.53 82.08 84-96 87.59 73.10
Test 75.57 62.64 73.58 64.93 81.14 80.65 84.83 66.07

First number is for setups a, b, and c. Second number is for setup d.
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Table 3 Performance on Ground-Truth-Centered-Zoomed Chips at 3% False-
Alarm Rate

Average hit rates of five runs (%)

No. of
MLP Data

a b c d

inputsa type PCA EST PCA EST PCA EST PCA EST

1/2 Train
Test

68.98
70.15

77.42
78.86

79.40
75.87

82.88
82.09

80.40
78.11

86.10
83.33

80.55
78.76

86.85
83.83

5/10 Train
Test

70.22
71.49

97.17
95.62

78.86
80.55

99.01
96.51

77.32
79.15

100.00
98.46

80.35
82.59

100.00
97.11

10/20 Train
Test

83.97
88.65

99.95
94.73

87.10
90.55

96.43
94.48

92.36
95.82

99.55
96.92

93.20
9632

90.08
89.16

20/30 Train
Test

88.29
91.99

92.70
85.97

90.57
93.63

92.61
87.56

94.64
96.12

98.96
92.78

96.43
97.51

95.09
89.55

30/40 Train
Test

90.42
92.19

93.50
82.04

93.45
95.52

84.77
86.47

99.06
95.07

92.31
89.50

99.20
96.37

99.01
89.55

40/50 Train
Test

96.77
94.58

93.30
83.93

100.00
96.47

87.74
85.82

100.00
98.36

98.51
89.50

99.30
97.66

99.35
89.60

First number is for setups a, b, and c. Second number is for setup d.

In Table 4, we show the average value of the bold numbers in Tables
1-3 for the single-band (columns 3-6) and dual-band (columns 7-10) setups,
respectively. The benefit of dual-band data decreases gradually as more
ground-truth information is added to the process of chip extraction. It
should be noted that as the performance improves, the performance esti-
mates become relatively less accurate because of reduced number of sam-
ples.

The average recognition rates usually increase with the number of
eigenvectors used for feature extraction, but they approach saturation at
around 20 projection values. Theoretically, the more eigenvectors employed
in the transformation, the larger the amount of information that should be
preserved in the transformed data. However, using more transformed inputs
increases the complexity of the MLP, prolongs the training cycle, results in
an overfitted MLP with reduced generalization capability, and increases the
chance of getting stuck in a nonoptimal solution. In our experiments, many
clutter rejectors with a large number of projection values have shown a
steady decrease in their peak performance, mainly because of the weakening
in their generalization capability to recognize the targets in the testing set.
When fewer projection values are used, a higher performance is achieved by
the EST. This improvement can be attributed to the better compaction of
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Table 4 Performance Improvement (%) by Dual-Band Data at 3% False-
Alarm Rate

Data type Single band Dual band Improvement

Detector centered
Train 83.43 90.20 6.77
Test 71.29 78.73 7.44

Ground-truth centered
Train 91.35 97.02 5.67
Test 85.88 90.69 4.81

Ground-truth-centered zoomed
Train 98.93 99.83 0.90
Test 95.57 97.90 2.33

information associated with EST. However, the PCA performed as good or
even better when more projection values were used, which may indicate that
some minor information might have been lost in the EST method.
Nonetheless, the EST should be a better transformation when only a
small number of projection values can be processed, because of speed or
memory constraints.

We also investigated the effect on the performance of clutter rejectors
of jointly optimizing the transformation layer with the BMLP. Consider the
room for potential improvement at a 3% false-alarm rate; we chose the best
PCA setups with 5 (10 for setup d) MLP inputs that were trained with the
third dataset First, we tried to minimize the overall output error of the
PCAMLP by modifying the PCA eigenvectors, based on the errors back-
propagated from the BMLP, using the supervised Qprop algorithm only.
The clutter rejection rates of these four PCAMLPs for the first 4000 epochs
of joint Qprop optimization are shown in Fig. 17. Due to the increased
discriminability at the PCA transformation layer, their hit rates were
improved by 15-25%. The improvements achieved by single-band setups
were especially significant and, therefore, further diminished the dwindling
advantage held by dual-band setups for this dataset. The best testing per-
formance of setups a-d were achieved at epoch 5862, 5037, 1888, and 5942
of training, with corresponding hit rates of 99.78%, 100.00%, 97.99%, and
100.00% for the training set and 98.22%, 98.66%, 96.44%, and 99.78% for
the testing set, respectively.

We also attempted to modify the PCA transformation layer with Eq.
(20), where the Qprop and GHA were applied simultaneously. The resulting
improvements of the same PCA setups are shown in Fig. 18. Comparing the
corresponding curves in Figs. 17 and 18, we found that the GHA appeared



500 1000 1500 2000 2500 3000 3500 4000

Epoch

I
i
8.

f
I

pe Qpro thg usin layerA PCe thgy optimizin be enhanced werf PCAMLP o Clutter rejection performance
. only

7 1
m

eFigur
algorith 27



&
1 W

95

90

* • •

75

7fl

Setup (•) tuning Mt
Sttup (•) totting Mt

500 1000 1500 2000 2500 3000 3500 4000
Epoch

100

95

90

75

70

S«tup{b) training Mt
S«tup<b) totting Mt

if
-j

Epoch

S«tup(c) training » t -
Sriup (c) totting Mt •

d
\
i

1UU

95

90

85

80

75

TO

•
-<z

jr
„..»••

Mup(d) training Mt . —
S.tup(d)»«Mng»1 .

500 1000 1500 2000 2500 3000 3500 4000
Epoch

500 1000 1500 2000 2500 3000 3500 4000
Epoch

d an Qprop usingr layeA PCe th optimizingy b were enhancedf PCAMLP o performance
. simultaneously

n rejectior Clutte8 1
A algorithms

eFigur
GH

ifc<•*>



Neural-Based Target Detectors 29

to slow down the improvement during the early stage of training, but then
accelerated at the later stage to performance peaks that rival or beat those in
Fig. 17. In this case, their best testing performance were achieved at epoch
3293, 3413, 3952, and 4531 of training, with corresponding hit rates of
99.11%, 100.00%, 99.78%, and 99.78% for the training set, and 98.00%,
98.44%, 99.33%, and 98.44% for the testing set, respectively. The early
damping in learning curves indicates conflicting roles played by GHA and
Qprop. The GHA tried to preserve the compaction characteristics of the
transformation layer by maintaining the structures of those standard PCA
eigenvectors, whereas the Qprop attempted to modify them in order to
minimize the overall errors at the BMLP output node. The result of this
struggle is a transformation layer that maintained most of its structure while
emphasized some key areas, as exemplified by Fig. 12e.

Although the GHA did help the curves in Fig. 18 to reach their peaks
sooner or higher, these differences in performance are statistically question-
able because of the extremely small sample size. (The number of additional
targets that are rejected by a system with 98.44% performance, versus
98.66% performance, is 1.) A larger or more difficult dataset is required
to adequately measure the performance of this algorithm.

The added cost of computing the GHA is quite significant. Therefore,
the usefulness of Eq. (20) is not proven by these experiments, where the
transformation layer was initialized with standard PCA eigenvectors rather
than random weights. In situations where the PCAMLP setups were
equipped with the EST transformation layer, the effect of either joint opti-
mization above was insignificant. The main reasons are thought to be asso-
ciated with the integrated class separation formulation of the EST, as well as
their near-perfect performance with merely five projection values.

1.4.2 PCAMLP as a Target Detector

The PCAMLP structure can be used as a target detector instead of a clutter
rejector. As shown in Fig. 19, successive and overlapping chips can be
extracted from the input frames and fed to the PCAMLP. For single-
band detection, each chip is evaluated by the PCAMLP and the resulting
output value indicates the likelihood of having a target situated at the
location where the center of that chip is extracted. For setups c and d, a
pair of chips must be extracted from the corresponding locations on the two
bands for each evaluation. After the whole frame is evaluated, a number of
locations with high PCAMLP scores are selected as potential target areas.
High scores within a small neighborhood are combined and represented by
the highest-scoring pixel among them. Any detection that lies sufficiently
close to the ground-truth location is declared a hit, and if not, it is declared a
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Mid-wave input

Figure 19 PCAMLP as a target detector.

false alarm. The numbers of hits and false alarms per frame could be chan-
ged by considering a different number of top detections from each frame.

We split the 461 pairs of LW-MW matching frames into two near-
equal sets, each containing 286 targets of interest. We used the half with 231
frames as a training set, from which we extracted the training chips that
were used in the previous clutter rejection experiments. In other words, the
trained PCAMLP clutter rejections had "seen" parts of these frames, the
parts where the NVDET detector declared as potential target areas. The
other 230 served as a testing set, from which we extracted the testing chips
for the clutter rejectors.

The same PCA setups chosen for the joint optimization experiments in
Sections 1.4.1 were used as target detectors on these frames. With the stan-
dard PCA eigenvectors as their transformation layer, the detection perfor-
mance of all four setups are presented as receiver operating characteristics
(ROC) curves. The ROC curves obtained from the training and testing
frames are shown at the upper and lower parts of Fig. 20 respectively.
For the purpose of comparison, the ROC curves of the NVDET detector
for MW and LW frames are also provided. Clearly, the single-band
PCAMLPs outperformed the NVDET in both MW and LW cases at
lower false-alarm rates, and the dual-band PCAMLPs excelled over the
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Figure 20 Detection performance of PCAMLP and NVDET.


