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Preface

Data are the products of measurement. Quality measurements are only achiev-
able if measurement processes are planned and operated in a state of statistical con-
trol. Statistics has been defined as the branch of mathematics that deals with all
aspects of the science of decision making in the face of uncertainty. Unfortunately,
there is great variability in the level of understanding of basic statistics by both pro-
ducers and users of data.

The computer has come to the assistance of the modern experimenter and data
analyst by providing techniques for the sophisticated treatment of data that were
unavailable to professional statisticians two decades ago. The days of laborious
calculations with the ever-present threat of numerical errors when applying statis-
tics of measurements are over. Unfortunately, this advance often results in the ap-
plication of statistics with little comprehension of meaning and justification.
Clearly, there is a need for greater statistical literacy in modern applied science and
technology.

There is no dearth of statistics books these days. There are many journals de-
voted to the publication of research papers in this field. One may ask the purpose of
this particular book. The need for the present book has been emphasized to the
authors during their teaching experience. While an understanding of basic statistics
is essential for planning measurement programs and for analyzing and interpreting
data, it has been observed that many students have less than good comprehension of
statistics, and do not feel comfortable when making simple statistically based deci-
sions. One reason for this deficiency is that most of the numerous works devoted to
statistics are written for statistically informed readers.

To overcome this problem, this book is not a statistics textbook in any sense of
the word. It contains no theory and no derivation of the procedures presented and
presumes little or no previous knowledge of statistics on the part of the reader. Be-
cause of the many books devoted to such matters, a theoretical presentation is
deemed to be unnecessary, However, the author urges the reader who wants more
than a working knowledge of statistical techniques to consult such books. It is mod-
estly hoped that the present book will not only encourage many readers to study
statistics further, but will provide a practical background which will give increased
meaning to the pursuit of statistical knowledge.

This book is written for those who make measurements and interpret experi-
mental data. The book begins with a general discussion of the kinds of data and
how to obtain meaningful measurements. General statistical principles are then de-
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scribed, followed by a chapter on basic statistical calculations. A number of the
most frequently used statistical techniques are described. The techniques are ar-
ranged for presentation according to decision situations frequently encountered in
measurement or data analysis. Each area of application and corresponding tech-
nique is explained in general terms yet in a correct scientific context. A chapter
follows that is devoted to management of data sets. Ways to present data by means
of tables, charts, graphs, and mathematical expressions are next considered. Types
of data that are not continuous and appropriate analysis techniques are then dis-
cussed. The book concludes with a chapter containing a number of special tech-
niques that are used less frequently than the ones described earlier, but which have
importance in certain situations.

Numerous examples are interspersed in the text to make the various procedures
clear. The use of computer software with step-by-step procedures and output are
presented. Relevant exercises are appended to each chapter to assist in the learning
process.

The material is presented informally and in logical progression to enhance read-
ability. While intended for self-study, the book could provide the basis for a short
course on introduction to statistical analysis or be used as a supplement to both un-
dergraduate and graduate studies for majors in the physical sciences and engineer-
ing.

The work is not designed to be comprehensive but rather selective in the subject
matter that is covered. The material should pertain to most everyday decisions re-
lating to the production and use of data.
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CHAPTER 1

What are Data?

Data may be considered to be one of the vital fluids of modern civilization. Data
are used to make decisions, to support decisions already made, to provide reasons
why certain events happen, and to make predictions on events to come. This opening
chapter describes the kinds of data used most frequently in the sciences and engineer-
ing and describes some of their important characteristics.

DEFINITION OF DATA

The word data is defined as things known, or assumed facts and figures, from
which conclusions can be inferred. Broadly, data is raw information and this can be
qualitative as well as quantitative. The source can be anything from hearsay to the
result of elegant and painstaking research and investigation. The terms of reporting
can be descriptive, numerical, or various combinations of both. The transition from
data to knowledge may be considered to consist of the hierarchal sequence

KnowledgemodelnInformatioanalysisData  → →

Ordinarily, some kind of analysis is required to convert data into information. The
techniques described later in this book often will be found useful for this purpose. A
model is typically required to interpret numerical information to provide knowledge
about a specific subject of interest. Also, data may be acquired, analyzed, and used
to test a model of a particular problem.

Data often are obtained to provide a basis for decision, or to support a decision that
may have been made already. An objective decision requires unbiased data but this
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should never be assumed. A process used for the latter purpose may be more biased
than one for the former purpose, to the extent that the collection, accumulation, or
production process may be biased, which is to say it may ignore other possible bits
of information. Bias may be accidental or intentional. Preassumptions and even prior
misleading data can be responsible for intentional bias, which may be justified. Un-
fortunately, many compilations of data provide little if any information about inten-
tional biases or modifying circumstances that could affect decisions based upon
them, and certainly nothing about unidentified bias.

Data producers have the obligation to present all pertinent information that would
impact on the use of it, to the extent possible. Often, they are in the best position to
provide such background information, and they may be the only source of informa-
tion on these matters. When they cannot do so, it may be a condemnation of their
competence as metrologists. Of course, every possible use of data cannot be envi-
sioned when it is produced, but the details of its production, its limitations, and
quantitative estimates of its reliability always can be presented. Without such, data
can hardly be classified as useful information.

Users of data cannot be held blameless for any misuse of it, whether or not they
may have been misled by its producer. No data should be used for any purpose unless
their reliability is verified. No matter how attractive it may be, unevaluated data are
virtually worthless and the temptation to use them should be resisted. Data users must
be able to evaluate all data that they utilize or depend on reliable sources to provide
such information to them.

It is the purpose of this book to provide insight into data evaluation processes and
to provide guidance and even direction in some situations. However, the book is not
intended and cannot hope to be used as a “cook book” for the mechanical evaluation
of numerical information.

KINDS OF DATA

Some data may be classified as “soft” which usually is qualitative and often makes
use of words in the form of labels, descriptors, or category assignments as the
primary mode of conveying information. Opinion polls provide soft data, although
the results may be described numerically. Numerical data may be classified as “hard”
data, but one should be aware, as already mentioned, that such can have a soft
underbelly. While recognizing the importance of soft data in many situations, the
chapters that follow will be concerned with the evaluation of numerical data. That is
to say, they will be concerned with quantitative, instead of qualitative data.

Natural Data

For the purposes of the present discussion, natural data is defined as that describ-
ing natural phenomena, as contrasted with that arising from experimentation. Obser-
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vations of natural phenomena have provided the background for scientific theory and
principles and the desire to obtain better and more accurate observations has been the
stimulus for advances in scientific instrumentation and improved methodology.
Physical science is indebted to natural science which stimulated the development of
the science of statistics to better understand the variability of nature. Experimental
studies of natural processes provided the impetus for the development of the science
of experimental design and planning. The boundary between physical and natural
science hardly exists anymore, and the latter now makes extensive use of physical
measuring techniques, many of which are amenable to the data evaluation
procedures described later.

Studies to evaluate environmental problems may be considered to be studies of
natural phenomena in that the observer plays essentially a passive role. However,
the observer can have control of the sampling aspects and should exercise it,
judiciously, to obtain meaningful data.

Experimental Data

Experimental data result from a measurement process in which some property is
measured for characterization purposes. The data obtained consist of numbers that
often provide a basis for decision. This can range anywhere from discarding the data,
modifying it by exclusion of some point or points, or using it alone or in connection
with other data in a decision process. Several kinds of data may be obtained as will
be described below.

Counting Data and Enumeration

Some data consist of the results of counting. Provided no blunders are involved,
the number obtained is exact. Thus several observers would be expected to obtain the
same result. Exceptions would occur when some judgment is involved as to what to
count and what constitutes a valid event or an object that should be counted. The
optical identification and counting of asbestos fibers is an example of the case in
point. Training of observers can minimize variability in such cases and is often re-
quired if consistency of data is to be achieved. Training is best done on a direct basis,
since written instructions can be subject to variable interpretation. Training often
reflects the biases of the trainer. Accordingly, serial training (training some one who
trains another who, in turn, trains others) should be avoided. Perceptions can change
with time, in which case training may need to be a continuing process. Any process
involving counting should not be called measurement but rather enumeration.

Counting of radioactive disintegrations is a special and widely practiced area of
counting. The events counted (e.g., disintegrations) follow statistical principles that
are well understood and used by the practitioners, so will not be discussed here.
Experimental factors such as geometric relations of samples to counters and the
efficiency of detectors can influence the results, as well. These, together with
sampling, introduce variability and sources of bias into the data in much the same
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way as happens for other types of measurement and thus can be evaluated using the
principles and practices discussed here.

Discrete Data

Discrete data describes numbers that have a finite possible range with only certain
individual values encountered within this range. Thus, the faces on a die can be
numbered, one to six, and no other value can be recorded when a certain face appears.

Numerical quantities can result from mathematical operations or from measure-
ments. The rules of significant figures apply to the former and statistical significance
applies to the latter. Trigonometric functions, logarithms, and the value of π, for
example, have discrete values but may be rounded off to any number of figures for
computational or tabulation purposes. The uncertainty of such numbers is due to
rounding alone, and is quite a different matter from measurement uncertainty. Dis-
crete numbers should be used in computation, rounded consistent with the experi-
mental data to which they relate, so that the rounding does not introduce significant
error in a calculated result.

Continuous Data

Measurement processes usually provide continuous data. The final digit observed
is not the result of rounding, in the true sense of the word, but rather to observational
limitations. It is possible to have a weight that has a value of 1.000050...0 grams but
not likely. A value of 1.000050 can be uncertain in the last place due to measurement
uncertainty and also to rounding. The value for the kilogram (the world’s standard
of mass) residing in the International Bureau in Paris is 1.000...0 kg by definition; all
other mass standards will have an uncertainty for their assigned value.

VARIABILITY

Variability is inevitable in a measurement process. The operation of a measure-
ment process does not produce one number but a variety of numbers. Each time it is
applied to a measurement situation it can be expected to produce a slightly different
number or sets of numbers. The means of sets of numbers will differ among
themselves, but to a lesser degree than the individual values.

One must distinguish between natural variability and instability. Gross instability
can arise from many sources, including lack of control of the process [1]. Failure to
control steps that introduce bias also can introduce variability. Thus, any variability
in calibration, done to minimize bias, can produce variability of measured values.

A good measurement process results from a conscious effort to control sources of
bias and variability. By diligent and systematic effort, measurement processes have
been known to improve dramatically. Conversely, negligence and only sporadic
attention to detail can lead to deterioration of precision and accuracy. Measurement
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must entail practical considerations, with the result that precision and accuracy that
is merely “good enough”, due to cost-benefit considerations, is all that can be
obtained, in all but rare cases. The advancement of the state-of-the-art of chemical
analysis provides better precision and accuracy and the related performance charac-
teristics of selectivity, sensitivity, and detection [1].

The inevitability of variability complicates the evaluation and use of data. It must
be recognized that many uses require data quality that may be difficult to achieve.
There are minimum quality standards required for every measurement situation
(sometimes called data quality objectives). These standards should be established in
advance and both the producer and the user must be able to determine whether they
have been met. The only way that this can be accomplished is to attain statistical
control of the measurement process [1] and to apply valid statistical procedures in the
analysis of the data.

POPULATIONS AND SAMPLES

In considering measurement data, one must be familiar with the concepts and
distinguish between (1) a population and (2) a sample. Population means all of an
object, material, or area, for example, that is under investigation or whose properties
need to be determined. Sample means a portion of a population. Unless the popula-
tion is simple and small, it may not be possible to examine it in its entirety. In that
case, measurements are often made on samples believed to be representative of the
population of interest.

Measurement data can be variable due to variability of the population and to all
aspects of the process of obtaining a sample from it. Biases can result for the same
reasons, as well. Both kinds of sample-related uncertainty – variability and bias – can
be present in measurement data in addition to the uncertainty of the measurement
process itself. Each kind of uncertainty must be treated somewhat differently (see
Chapter 5), but this treatment may not be possible unless a proper statistical design
is used for the measurement program. In fact, a poorly designed (or missing) meas-
urement program could make the logical interpretation of data practically impossible.

IMPORTANCE OF RELIABILITY

The term reliability is used here to indicate quality that can be documented,
evaluated, and believed. If any one of these factors is deficient in the case of any data,
the reliability and hence the confidence that can be placed in any decisions based on
the data is diminished.

Reliability considerations are important in practically every data situation but they
are especially important when data compilations are made and when data produced
by several sources must be used together. The latter situation gives rise to the concept
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of data compatibility which is becoming a prime requirement for environmental data
[1,2]. Data compatibility is a complex concept, involving both statistical quality
specification and adequacy of all components of the measurement system, including
the model, the measurement plan, calibration, sampling, and the quality assurance
procedures that are followed [1].

A key procedure for assuring reliability of measurement data is peer review of all
aspects of the system. No one person can possibly think of everything that could
cause measurement problems in the complex situations so often encountered. Peer
review in the planning stage will broaden the base of planning and minimize
problems in most cases. In large measurement programs, critical review at various
stages can verify control or identify incipient problems.

Choosing appropriate reviewers is an important aspect of the operation of a
measurement program. Good reviewers must have both detailed and general knowl-
edge of the subject matter in which their services are utilized. Too many reviewers
misunderstand their function and look too closely at the details while ignoring the
generalities. Unless specifically named for that purpose, editorial matters should be
deferred to those with redactive expertise. This is not to say that glaring editorial
trespasses should be ignored, but rather the technical aspects of review should be
given the highest priority.

The ethical problems of peer review have come into focus in recent months.
Reviews should be conducted with the highest standards of objectivity. Moreover,
reviewers should consider the subject matter reviewed as privileged information.
Conflicts of interest can arise as the current work of a reviewer parallels too closely
that of the subject under review. Under such circumstances, it may be best to abstain.

In small projects or tasks, supervisory control is a parallel activity to peer review.
Peer review of the data and the conclusions drawn from it can increase the reliability
of programs and should be done. Supervisory control on the release of data is
necessary for reliable individual measurement results. Statistics and statistically
based judgments are key features of reviews of all kinds and at all levels.

METROLOGY

The science of measurement is called metrology and it is fast becoming a recog-
nized field in itself. Special branches of metrology include engineering metrology,
physical metrology, chemical metrology, and biometrology. Those learned in and
practitioners of metrology may be called metrologists and even by the name of their
specialization. Thus, it is becoming common to hear of physical metrologists. Most
analytical chemists prefer to be so called but they also may be called chemical
metrologists. The distinguishing feature of all metrologists is their pursuit of excel-
lence in measurement as a profession.

Metrologists do research to advance the science of measurement in various ways.
They develop measurement systems, evaluate their performance, and validate their
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Figure 1.1. Role of statistics in metrology.

applicability to various special situations. Metrologists develop measurement plans
that are cost effective, including ways to evaluate and assess data quality.

Statistics play a major role in all aspects of metrology since metrologists must
contend with and understand variability.

The role of statistics is especially important in practical measurement situations
as indicated in Figure 1.1. The figure indicates the central place of statistical analysis
in data analysis which is or should be a requirement for release of data in every
laboratory. When the right kinds of control data are obtained, its statistical analysis
can be used to monitor the performance of the measurement system as indicated by
the feedback loop in the figure. Statistical techniques provide the basis for design of
measurement programs including the number of samples, the calibration procedures
and the frequency of their application, and the frequency of control sample measure-
ment. All of this is discussed in books on quality assurance such as that of the present
author [1].

COMPUTER ASSISTED STATISTICAL ANALYSES

It should be clear from the above discussion that an understanding and working
facility with statistical techniques is virtually a necessity for the modern metrologist.
Modern computers can lessen the labor of utilizing statistics but a sound understand-
ing of principles is necessary for their rational application. When modern computers
are available they should be used, by all means. Furthermore, when data are accumu-
lated in a rapid manner, computer assisted data analysis may be the only feasible way
to achieve real-time evaluation of the performance of a measurement system and to
analyze data outputs.
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Part of the process involved in computer assisted data analysis is selecting a
software package to be used. Many types of statistical software are available, with
capabilities ranging from basic statistics to advanced macro programming features.
The examples in the forthcoming chapters highlight MINITABTM [3] statistical
software for calculations. MINITAB has been selected for its ease of use and wide
variety of analyses available, making it highly suitable for metrologists.

The principles discussed in the ensuing chapters and the computer techniques
described should be helpful to both the casual as well as the constant user of
statistical techniques.

EXERCISES

1-1. Discuss the hierarchy: Data → information → knowledge.

1-2. Compare “hard” and “soft” data.

1-3. What are the similarities and differences of natural and experimental data?

1-4. Discuss discrete, continuous, and enumerative data, giving examples.

1-5. Why is an understanding of variability essential to the scientist, the data user,
and the general public?

1-6. Discuss the function of peer review in the production of reliable data and in
its evaluation.
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