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      Preface     

 Th is volume results from a collaborative eff ort in several respects. All but two of the 
chapters were presented in draft  form at a conference at the University of Alabama 
at Birmingham in 2010. Th e contributors made for a lively and thoughtful audience, 
and I am sure their comments at the conference substantially improved the chap-
ters. Aft er written draft s were submitted, each contributor commented on one or 
two other contributions in some detail. In addition, Steve Morgan, Christopher 
Winship, Don Ross, Gary Goertz, and Aviezer Tucker all provided useful comments 
on the initial proposal that led to signifi cant improvements. 

 Th is topics represented in this handbook are shaped by several things. Th is vol-
ume is preceded by another: H. Kincaid and D. Ross, eds.,  Oxford Handbook of the 
Philosophy of Economics  (Oxford: Oxford University Press, 2009). As a result, little 
discussion of economics has been included in this volume. Th e aim of the volume 
was to promote philosophy of science in the naturalist vein that engaged with on-
going current controversies in social research (as explained and defended in the 
introduction), and the chapters included strongly refl ect that goal. 

 I want to thank UAB’s Center for Ethics and Values in the Sciences for support 
in organizing the conference for the volume, and Peter Ohlin at Oxford University 
Press for encouragement and advice.      
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          c hapter 1 

INTRODUCTION    :   DOING 
PHILOSOPHY OF SOCIAL 

SCIENCE 

    Harold Kincaid  

     This volume is shaped by important developments in both the social sciences and the 
philosophy of the social sciences over the last several decades. In this chapter I out-
line these changes and argue that they have indeed been signifi cant advances in our 
thinking about the social world. Rather than providing linear summaries of twenty-
plus chapters, I delineate the frameworks and issues that motivate the kind of philos-
ophy of social science and social science that is represented in this volume. Both 
philosophy of social science and social science itself are intermixed in the following 
chapters. Th at is because the volume is built around a guiding naturalism that denies 
that there is something special about the social world that makes it unamenable to 
scientifi c investigation, and also denies that there is something special about philos-
ophy that makes it independent or prior to the sciences in general and the social 
sciences in particular. In the process of outlining recent developments the chapters of 
the handbook are related and motivated, and open unresolved issues are discussed.    

   1.1.     Developments in Philosophy of Science   

 I start with developments in the philosophy of science. Th ough the monikers are 
not entirely historically accurate, I want to contrast previous positivist philosophy 
of science with postpositivist views which I believe provide a much more useful 
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framework for thinking about science and social science. Some of the key tenets of 
positivist philosophy of science are as follows.   1    

  Th eories are the central content of science . A mature science ideally produces one 
clearly identifi able theory that explains all the phenomena in its domain. In prac-
tice, a science may produce diff erent theories for diff erent subdomains, but the 
overarching scientifi c goal is to unify those theories by subsuming them under one 
encompassing account. Th eories are composed of universal laws relating and as-
cribing properties to natural kinds and are best understood when they are described 
as formalized systems. Philosophy of science can aid in producing such formaliza-
tions by the application of formal logic. 

  Th e fundamental concepts of science should have clear defi nitions in terms of 
necessary and suffi  cient conditions . General philosophy of science is in large part 
about clarifying general scientifi c concepts, especially explanation and confi rmation. 
Th e goal is to produce a set of necessary and suffi  cient conditions for appli cation of 
these concepts. Th ese defi nitions are largely tested against linguistic intuitions about 
what we would and would not count as cases of explanation and confi rmation. 

  Explanation and confi rmation have a logic—they conform to universal general 
principles that apply to all domains and do not rest on contingent empirical knowl-
edge . A central goal of philosophy of science is to describe the logic of science. Ex-
planation involves (in some sense still to be clarifi ed) deductions from laws of the 
phenomena to be explained. Whether a science is well supported by evidence can be 
determined by asking whether the theory bears the right logical relationship to the 
data cited in support of it. 

  Independence of philosophy from science : Identifying the logic of inference 
and explanation and the proper defi nition of concepts are philosophical activities. 
Scientists certainly can act as philosophers, but the philosophy and the science 
are diff erent enterprises with diff erent standards. Th e collorary is that philosophy 
of science is largely done aft er the science is fi nished. 

  Social institutions are irrelevant . Th e social organization of science may be an 
interesting topic for sociologists, but it has little direct bearing on philosophy of 
science’s tasks. 

  Th e criteria for explanation and confi rmation allow us to properly demarcate 
scientifi c theories from pseudoscientifi c accounts . Pseudoscientifi c accounts tend to 
sacrifi ce due attention to confi rmation in favor of apparent explanation, and in so 
doing fail to be genuinely explanatory. 

  It is a serious open question to what extent any of the social sciences are real sci-
ences . Th is question is best explored by comparing their logical structures with 
those characteristic of physics and, to a lesser extent chemistry, geology, and bi-
ology. All the key characteristics described above should characterize any scientifi c 
social science and its related philosophy of science. 

 Th ese positivist ideas have been replaced with a considerably more subtle and 
empirically motivated view of the philosophy of science in the following ways. 

  Th eories as central : “Th e” theory in a given discipline is typically not a single 
determinate set of propositions. What we fi nd instead are common elements that 
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are given diff erent interpretations according to context. For example, genes play a 
central role in biological explanation, but what exactly a gene is taken to be varies 
considerably depending on the biological phenomena being explained (Moss   2004  ). 
Oft en we fi nd  no  one uniform theory in a research domain, but rather a variety of 
models that overlap in various ways but that are not fully intertranslatable. Cart-
wright (  1980  ) gives us the example of models of quantum damping, in which phys-
icists maintain a toolkit of six diff erent mathematical theories. Because these aren’t 
strictly compatible with one another, a traditional perspective in the philosophy of 
science would predict that physicists should be trying to eliminate all but one. How-
ever, because each theory is better than the others for governing some contexts of 
experimental design and interpretation, but all are reasonable in light of physicists’ 
consensual informal conception of the basic cause of the phenomenon, they enjoy 
their embarrassment of riches as a practical boon. Th ere is much more to science 
than theories: experimental setup and instrument calibration skills, modeling inge-
nuity to facilitate statistical testing, mathematical insight, experimental and data 
analysis paradigms and traditions, social norms and social organization, and much 
else—and these other elements are important to understanding the content of 
theories. 

  Th eories, laws, and formalization : Laws in  some  sense play a crucial role in sci-
entifi c theories. Absent any trace of what philosophers call modal structure, it is 
impossible to see how scientists can be said to rationally learn from induction. 
However, some of our best science does not emphasize laws in the philosopher’s 
sense as elegant, context-free, universal generalizations, but instead provides ac-
counts of temporally and spatially restricted context-sensitive causal processes as its 
end product. Molecular biology is a prime example in this regard, with its emphasis 
on the causal mechanisms behind cell functioning that form a complex patchwork 
of relations that cannot be aggregated into an elegant framework. Expression in a 
clear language—quantitative where possible—is crucial to good science, but the 
ideal of a full deductive system of axioms and theorems is oft en unattainable and 
not, as far as one can see, actually sought by many scientifi c subcommunities that 
are nevertheless thriving. 

  Conceptual analysis : Some important scientifi c concepts are not defi nable in 
terms of necessary and suffi  cient conditions but are instead much closer to the pro-
totypes that, according to cognitive science, form the basis for our everyday con-
cepts of kinds of entities and processes. Th e concept of the gene is again a good 
example. Th ere is no defi nition of gene in terms of its essential characteristics that 
covers every important scientifi c use of the concept. Cartwright (  2007  ) has argued 
recently that the same holds even for so general and philosophical an idea as  cause : 
Th ere are diff erent senses of  cause  with diff erent relevant formalizations and evi-
dence conditions. Equally important, the traditional philosophical project of testing 
defi nitions against what we fi nd it appropriate to say is of doubtful signifi cance. 
Who is the relevant reference group? Th e intuitive judgments of philosophers, 
whose grasp of science is oft en out of date and who are frequently captured by 
highly specifi c metaphysical presuppositions, do not and should not govern 
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scientifi c usage at all (Ladyman and Ross   2007  ,  chapter  1  ). Questions about the 
usage of scientists is certainly more relevant, but this also may not be the best guide 
to the content of scientifi c results. 

  Th e logic of confi rmation and explanation : Confi rmation and explanation are 
complex practices that do not admit of a uniform, purely logical analysis. Explana-
tions oft en have a contextual component set by the background knowledge of the 
fi eld in question that determines the question to be answered and the kind of answer 
that is appropriate. Sometimes that context may invoke laws, but oft en it does not, 
at least not in any explicit way. Confi rmation likewise depends strongly on domain-
specifi c background knowledge in ways that make a purely logical and quantita-
tively specifi able assessment of the degree to which specifi ed evidence supports a 
hypothesis unlikely. Th e few general things that can be said about confi rmation are 
suffi  ciently abstract that they are unhelpful on their own. Th e statements “a hypo-
thesis is well supported if all sources of error have been ruled out” or “a hypothesis 
is well supported by the evidence if it is more consistent with the evidence than any 
other existing hypothesis” are hard to argue with. Yet to make any use of these stan-
dards in practice requires fl eshing out how error is ruled out in the specifi c instance 
or what consistency with the evidence comes to in that case. Other all-purpose cri-
teria such as “X is confi rmed if and only if X predicts novel evidence” or “X is con-
fi rmed if and only if X is the only hypothesis that has not been falsifi ed” are subject 
to well-known counter examples and diffi  culties of interpretation. 

  Holism : It is a fallacy to infer from the fact that every hypothesis is tested in 
conjunction with background theory that evidence only bears on theories as 
wholes (Glymour   1980  ). By embedding hypotheses in diff ering background theo-
retical and experimental setups, it is possible to attribute blame and credit to indi-
vidual hypotheses. Indeed, this is how the overwhelming majority of scientists 
view the overwhelming majority of their own research results. Judged on the basis 
of considerations that scientists typically introduce into actual debates about what 
to regard as accepted results, the relationships between theories, applications, and 
tests propagated by Quine, Kuhn, and Lakatos look like philosophers’ fantasies. 
While these three philosophers were instrumental in the transition from positivist 
philosophy of science, their arguments and views have been superceded: Data 
may be theory-laden, but theory-laden comes to many things and does not mean 
that every piece of data is laden with whole theories, and does not prevent the 
kind of triangulation and piecemeal testing of specifi c hypotheses characteristic of 
good science. 

  Independence of philosophy from science : Philosophy of science and science are 
continuous in several senses. As we saw, the traditional conceptual analysis of ana-
lytic philosophy is a nonstarter and philosophical claims are subject to broad empir-
ical standards of science. Of course, getting clear on concepts has real value. 
However, it is something scientists do all the time, but in ways far more sophisti-
cated and empirically disciplined than the traditional philosophical practice of 
testing proposed defi nitions against what we would say or against intuitions (Wil-
son   2007  ). Philosophy of science is also continuous with science in that philosophy 
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of science is not entirely or mostly something that is done aft er the science is settled. 
Instead, philosophy of science issues arise in ongoing scientifi c controversies and 
part of the process of settling those issues. Again, philosophy of science is some-
thing that scientists themselves do, and in a sense science is something that philos-
ophers of science do. Contemporary philosophy of biology is a paradigm case in 
this regard. Philosophers of science publish in biology journals and biologists pub-
lish in philosophy of biology venues. Th e problems tackled are as much biological 
as philosophical or conceptual: Th e questions are such things as how is genetic drift  
to be understood or what is the evidence for group selection. 

  Science and pseudoscience : Several of the insights about science already dis-
cussed suggest that judging theories to be scientifi c or pseudoscientifi c is a mis-
placed enterprise. Scientifi c theories and their evidence form complexes of claims 
that involve diverse relations of dependence and independence and, as a result, are 
not subject to uniform or generic assessment. Any general criteria of scientifi c ade-
quacy that might be used to distinguish science from pseudoscience are either too 
abstract on their own to decide what is scientifi c or not, or they are contentious. 
Th is is not to deny that astrology, so-called creation science, and explicitly racialist 
sociobiology are clearly quackery or disguised ideology; it is merely to point out 
that these judgments must be supported case by case, based on specifi c empirical 
knowledge. 

  Institutions can matter : Science has to be studied as it actually works and that 
requires investigating much more than a rarifi ed logic of explanation and confi rma-
tion. Science is surely a social enterprise. It does not follow from this claim that 
science is a mere social construction, that evidence plays no role in science, or that 
science has no better epistemic status than any other institution. It is an empirical 
question whether the institutions, culture, power relationships, and so on of science 
promote or hinder the pursuit of scientifi c knowledge (Kitcher   1993  ). Social scien-
tists, historians, and philosophers of science have indeed produced many illumi-
nating studies of science in practice and treating science scientifi cally requires 
asking what role social processes play, but they do not support the more extreme, 
all-encompassing claims about mere social construction. 

  Scientifi c social science : Th e above discussion of science and pseudoscience 
should make it obvious that questions about the genuine scientifi c status of all—or 
some particular—social science are sensible only if (1) they are posed as questions 
about specifi c bodies of social research and (2) they are approached as concrete 
inquiries into the evidential and explanatory success of that body of work. Assessing 
scientifi c standing is continuous with the practice of science itself. 

 Th is means that providing all-purpose arguments about what the social sci-
ences can or cannot do on broad conceptual grounds is misguided. Th e same holds 
for judging the social sciences by comparison with positivist misunderstandings of 
physics. 

 A fair amount of past philosophy of social science was this kind of unfortunate 
project. For example, Charles Taylor (  1971  ) argued in a widely cited article that the 
“human” sciences were fundamentally diff erent from the other sciences because 
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explaining human behavior requires understanding meanings and therefore the 
human sciences cannot provide the kind of “brute” data (Taylor’s word) that the 
natural sciences provide. 

 Th ere are two clear problems with arguments like this. First, they make blanket 
claims about the social sciences that are implausible. Lots of social research is not 
about individual beliefs, interpretations, symbols, and so on. Instead it is about 
macrolevel or institutional processes. So organizational ecology studies the compet-
itive environment determining the diff erential survival of organizations (Hannan 
and Freeman   1989  ). Individual beliefs and interpretations are not part of the story. 
Th ere is an implicit individualism in arguments like Taylor’s. 

 Secondly, Taylor’s argument has an implict positivist understanding of the nat-
ural sciences, which is ironic given that Taylor would certainly not think of himself 
as holding such views. Data in the natural sciences are acquired and interpreted 
based on a host of background assumptions and are not “brute.” Understanding 
meanings—and this term hides a host of diff erent things—certainly requires back-
ground knowledge, but the question for the social sciences is the same as for the 
natural sciences: What knowledge is assumed and what is its quality? Th is general 
point has been argued by Follesdol (  1979  ), Kincaid (  1996  ), and Mantzavinos (  2005  ). 
In a way Daniel Dennett’s entire project argues something similar. Good social sci-
ence is aware of the problem that meanings bring and tries to deal with them. For 
example, careful experimental work in the social sciences goes to great pains to 
control for subjects’ understanding. Th ere are many ways such problems show up in 
the social sciences and no doubt some social science handles them badly. But it is a 
case-by-case empirical issue, not a deep conceptual truth about the nature of the 
human. 

 Views like Taylor’s are a denial of an important—and correct, in my view—
doctrine about the social sciences that is a form of naturalism (Kincaid   1996  ). 
Human social organization and behavior is part of the natural order and thus ame-
nable to scientifi c study. No doubt human social behavior raises its own set of dif-
fi culties calling for methods not found in physics, for example. But the methods of 
the natural sciences diff er greatly across the sciences as well. Geology, cosmology, 
and evolutionary biology are much less experimental than other natural sciences, 
but basic scientifi c virtues such as ruling out competing explanations are embodied 
in their practices. Naturalism says that those virtues are possible and necessary in 
the social sciences as well. 

 Th ese are the guiding philosophical ideas behind the chapters in this volume. 
Th e goal has been to promote work in philosophy of social science that parallels the 
good work our colleagues in philosophy of biology have produced—work that en-
gages with the science and its ongoing controversies. Plenty of philosophical issues 
arise but largely in the context of problems in contemporary social research. Given 
the latter interest, it is not surprising that contemporary developments in social 
science also strongly infl uence the chapters included. I want to next discuss some of 
those developments and in the process survey the issues raised by the various 
chapters.    
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   1.2.     Overview of the Issues   

 Th ere has been a renewed interest in causality and causal complexity among social 
scientists that has interacted with other developments in methodology. It is argu-
able that much social science from the 1950s through the 1970s was suspicious of 
making causal claims about the social world (Hoover   2004  ). Th is suspicion goes 
back to Hume through Pearson, whose causal skepticism was part of the trimmings 
of the new statistical methods he helped develop that have been central to much 
social science. However, social scientists have deep interests in policy and political 
issues, and thinking about those things requires causal notions. So causal interest 
never really went away. Some social scientists—primarily economists—started 
trying to determine the conditions under which regressions could be interpreted 
causally in the 1950s, and there were further forays later. However, in the last fi ft een 
years the tools for explicit causal modeling have expanded and increased in rigor 
with groundbreaking contributions from computer science (Pearl   2000  ) and phi-
losophers of science (Glymour et. al   1987  ). Explicit causal models are now much 
more common in the social sciences in part due to these developments. At the same 
time, philosophers of science took increasing interest in nonreductive accounts of 
causation and the methods they entail (Cartwright   1989  , 2009 and Woodward 
  2005  ). 

 Several other factors also contributed to renewed interest in and confi dence 
about making causal judgments. Movements in sociology have emphasized the 
importance of mechanisms (Hedström and Swedberg   1998  ) and mechanisms are 
naturally explicated by causal notions. A need for such mechanisms was also moti-
vated by the widespread expansion of rational choice game theory and then evo-
lutionary game theory (and related modeling techniques) in social sciences outside 
economics. Applied game theory provides possible mechanisms for stable mac-
ropatterns, raising suspicions of macropatterns without a mechanism. 

 A third trend that has moved causal thinking to the fore is increasing statistical 
sophistication in the social sciences, made possible in part by increased computing 
power. Part of that sophistication appeared in the explicit causal modeling men-
tioned above, which moved in tandem with application of Bayesian notions in the 
social sciences. Another source of sophistication that led to more explicit causal 
thinking was the introduction of large-scale randomized trials into the social sci-
ences and the development of statistical methods such as instrumental variables 
and potential outcomes analysis (Duffl  o, Glennerster, and Kremer   2008  , Angrist 
and Pischke   2008  ). Th ese methods hope to indentify causes explicitly. 

 Parallel to increased interest in causality was an increased interest in complex 
causality. Complex causality is used in various ways, but some standard notions are 
threshholds, conjuctive causes, and necessary causes. Th e basic claim is that in the 
social world, the causes are not thought of as a set of independently acting suffi  cient 
causes that operate everywhere and are everywhere the same. Th ese recognitions were 
embodied in innovative and nontraditional methods for dealing with constellations 
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of causes, using Boolean algebra and fuzzy set theory (Ragin   1987  ), for example. 
Anthroplogists had always argued that social causality was complex and contextual, 
but now sociologists and political scientists were saying the same thing, using new 
tools to look at their subject matters. 

 Th us the chapters in  part  I   take up a variety of issues about causality in the 
social sciences. Petri Ylikoski and I are both concerned with unpacking the claims 
that social science needs causal mechanisms. Ylikoski argues that on one of the best 
conceived pictures of mechanisms—that outlined by philosophers of biology—
mechanisms in the social sciences argue against various forms of individualism. 
Mechanisms may certainly make heavy use of agents’ perceptions, intentions, and 
actions. Yet nothing about a proper understanding of mechanisms makes explana-
tions in terms of individuals the full story or the fundamental story. Rather, mech-
anism-based explanation is largely achieved through interfi eld accounts from 
multiple disciplines linking macro and micro in reciprocal ways. It is individual 
behavior acting in the preexisting institutional and social context that is important. 
Th is theme is repeated in  part  III  , Norms, Culture, and the Social-Psychological, in 
the chapter by David Henderson on norms and by Don Ross on the origins of social 
intelligence. Both argue that such context is essential for successful explanations to 
take into account the institutional and cultural factors. 

 David Waldner continues the discussion of mechanisms by looking at the cur-
rently popular idea in the social sciences that process tracing is an important evi-
dential and explanatory strategy, and ties it to a particular understanding of 
mechanisms. He notes that there is a clear distinction between wanting mecha-
nisms for explanation as opposed to wanting them to provide evidence. Waldner 
argues that the most interesting understanding of process tracing comes from iden-
tifying the mechanisms that underlie established causal relations (what I call ver-
tical mechanisms). Identifying intervening causes between established causal 
relations (horizontal mechanisms) has value, but it does not explain why causal re-
lations hold. Mechanisms that do so provide explanatory added value and they are 
not variables as traditionally conceived (they cannot be manipulated independently 
of the causal relations they bring about), but are invariants—they generate the cor-
relations and causal relations that are observed. Mechanisms in this sense can be 
individual actions, institutional constraints, and so on and combinations thereof. 

 On the evidential side, the methods associated with process tracing claim to be 
diff erent than standard statistical methods. Waldner agrees. Yet he argues persua-
sively that these alternative methods at present are quite informal and in need of 
further clarifi cation to establish their reliability. In terms of the philosophies of sci-
ence sketched earlier, advocates of process tracing realize that social science evi-
dence is not reducible to simple, more or less a priori rules. Yet that does not mean 
that anything goes, and defending and articulating the reasoning behind process 
tracing is an important and underdeveloped project essential to advancement in the 
social sciences. 

 Julian Reiss ties into Waldner’s discussion of process tracing by giving clear 
conditions and usages for counterfactual claims in the social sciences. He points out 
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that process tracing does not give us information about the actual diff erence a 
potential cause makes (which is Robert Northcott’s main concern). Counterfactuals 
can help tell us about such diff erences. Furthermore, analyzing counterfactuals 
requires explicit causal models, and developing these can help avoid various biases 
that oft en operate when no such model is present (I make a parallel point). 

 I also point out that the notion of a mechanism can mean multiple diff erent 
things, that mechanisms can be wanted for diff erent things—for example, for con-
fi rmation of causal claims versus for providing causal claims of suffi  cient explana-
tory depth—and that the resulting variety of diff erent claims about mechanism 
need not all fall or stand together. Using the directed acyclic graph (DAG) frame-
work, I argue that there are some specifi c situations where mechanisms are needed 
to avoid bias and confounding. Standard regression analysis in the social sciences 
oft en misses these problems because they work without explicit causal models. 
Th ese arguments are about mechanisms in general and give no support to the idea 
that the mechanisms  must  be given in terms of individuals. 

 Th e DAG framework suff ers in situations where the causal eff ect of one factor 
depends on the value of another. I argue that the DAG formalism has no natural 
way to represent this and other complex causes such as necessary causes. In  part  II  , 
Evidence, Stephen Morgan and Christopher Winship present an interesting, novel, 
and empirically well motivated route for handling a specifi c subset of interactions in 
DAGs motivated by the literature on education and outcomes that will be an impor-
tant contribution to the literature and builds on their previous substantial work on 
causal modeling in the social sciences (obviously, the evidence and causation chap-
ters overlap). Th eir results certainly provide another concrete sense of needing 
mechanisms. 

 Th e causal complexity discussed in my chapter and by Morgan and Winship 
refers to situations where it is unrealistic to think that a particular type of eff ect is 
caused by a list of individual causes, each having an independent measurable suffi  -
cient partial eff ect on the outcome. Further complications involved in this picture of 
social causation are investigated by Northcott and by David Byrne and Emma 
Uprichard. Northcott’s concern is fi nding coherent accounts of causal eff ect size in 
the existing (mostly regression based) literature. To put the moral in brief, regres-
sion coeffi  cients are not generally good measures of eff ect size or causal strength 
and even when they are, they depend strongly upon already having good evidence 
about the causal relations or structure in play, a point emphasized by Northcott as 
well as myself. Byrne and Uprichard discuss varieties of causal complexity—in cases 
where it is not realistic to think that the string of independent causes model 
applies—and methods for dealing with them. In particular, they focus on the qual-
itative comparative analysis framework of Ragin using Boolean logic and fuzzy set 
theory that promises to go beyond standard correlation statistics when dealing with 
complex causes. Th at framework deserves more discussion than space allowed for 
in this volume—it deals with complex causation in a way that philosophers would 
naturally understand and it has novel methodological tools that are becoming in-
creasingly popular. 



The Oxford Handbook of Philosophy of Social Science12

 Gary Goertz picks up on the limitations of standard statistical methods for con-
fi rming causal claims. His chapter is full of rich, interesting examples of social sci-
ence causal-descriptive generalizations that are well established, despite the 
common mantra that none such exist. He makes an important point that seems 
obvious once it is understood but is not widely grasped: A set-theoretical claim of 
all As are Bs can be consistent with zero correlation in statistical senses. In terms of 
the philosophy of science sketched at the beginning, statistical reasoning relies on a 
formal logic of inference that does not handle all relevant complexities. 

 A deeper, more philosophical issue lying behind work on causality in the social 
sciences concerns understanding the probabilities they support. While it is possible 
to interpret probabilities in social research as resulting from measurement impreci-
sion or from unmeasured variables, these are not entirely satisfactory accounts. It 
seems that we end up with probabilistic causes even when our measurements are 
quite reliable. Second, why should unmeasured causes produce the kinds of stable 
frequencies that we see in the social realm? Marshall Abrams provided a sophisti-
cated answer in terms of a novel account of what he calls mechanistic probability—
stable frequencies produced from underlying causal processes with specifi c 
structure. Such structures exist in nature—a roulette wheel is a paradigm instance—
and there is good reason to think that in the social realm there are social equivalents 
of roulette wheels. 

  Part  II   of the volume contains chapters about evidence. Of course, chapters in 
 part  I   are also concerned with evidence, and explanation issues show up in  part  II  . 
However, there is a decisive shift  in emphasis in the chapters of the two parts. 

 Fred Chernoff  surveys the history up to the present of the Duhem’s underdeter-
mination thesis. He notes that it is not nearly as radical as Quine’s, which I argued 
earlier was excessive and ignored the variety of techniques that scientists can use to 
triangulate on where to place blame when hypotheses do not match the data. 
Duhem’s concern was to deny that simply by the use of formal deductive logic, one 
could determine with certainty whether a hypothesis was confi rmed or not. In 
short, he was a precursor of the postpositivist philosophy of science sketched earlier 
that rejects the logic of science model. Assessing the evidence depended upon the 
good common sense of the relevant scientifi c community. 

 Chernoff  also discusses the relevance of Duhem’s view that there may be mul-
tiple ways to measure or operationalize aspects of theories, and in that sense which 
measure is used is conventional. Duhem did not think that this made the choice 
arbitrary—the good common sense of the scientifi c community was again needed—
but that adopting a common measuring procedure was crucial for scientifi c pro-
gress. Chernoff  provides a detailed case study of two important areas in international 
relations—the democratic peace hypothesis and balance of power theories—
showing how in the former common measures promoted signifi cant scientifi c pro-
gress, and the lack of them in the latter undermines its empirical qualifi cations. 

 Andrew Gelman and Cosma Rohilla Shalizi discuss the use of Bayesian methods 
in social science testing based on their considerable combined experience. However, 
their take on Bayesian methods is quite diff erent than the usual subjective Bayesians 
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versus objective frequentist debate. Th at debate is oft en framed as being about which 
of these views is the true logic of science, and thus based on a false presupposition 
from the postpositivist point of view. Gelman and Shalizi don’t see much value in the 
exercise of starting with subjective priors and updating them to a new posterior 
distribution. However, they argue that Bayesian methods are quite useful when it 
comes to model checking in the social sciences. Model checking as they mean it is a 
paradigm instance of the kind of piecemeal triangulation that radical holists miss. 

 Aviezer Tucker also uses Bayesian ideas in his discussion of the relation between 
the social sciences and history. He argues that history is not applied social science, 
and social science is generally not history. History is about inferring to common 
cause token events in the past using background theories of information transfer 
applied to currently available traces in the form of such evidence as documents. 
Social science is about relating types—variables—by quite diff erent, oft en statistical, 
methods. Bayesian ideas come into play in two ways. He argues that inferring to a 
past token event as a common cause of multiple present information traces is a 
matter of the likelihood of the common cause hypothesis versus its competitor. Th at 
is not a fully Bayesian framework, because it does not involve priors. However, 
Tucker argues that social science results can tell historians what possible past tokens 
are initially plausible as common causes. Inferring who wrote the Bible can be 
informed by the fi nding that writing only arises in the presence of a centralized 
bureaucratic state, and thus that books of the Old Testament cannot be contempo-
rary to the events they described. In that sense the social sciences can provide priors. 
However, priors in this sense are just relevant background information—in other 
words, good scientifi c common sense. 

 Nancy Cartwright’s chapter on randomized controlled trials (RCTs) as evidence 
for potential policy eff ectiveness echoes the general theme of  part  II   that evaluating 
evidence in practice is a complex and fallible aff air that rules of scientifi c logic do 
not capture. RCTs are treated by the medical profession and increasingly by social 
scientists—they are all the rage in development economics, for example—as the 
gold standard. Th at phrase is widely used without clear explanation, but it generally 
means either that RCTs are thought to be near conclusive proof, the only real proof, 
or by far and away the best proof. In short, their logic guarantees reliable outcomes, 
another of the hopes for a logic of science. Cartwright argues convincingly and in 
detail that RCTs can be quite unreliable as guides to policy eff ectiveness. 

 Morgan and Winship take up in much greater detail the issues raised by inter-
action eff ects and heterogeneity for DAG analyses that I raise in my chapter. Th ey 
provide an explicit framework for incorporating such complications into DAGs. 
Th eir basic approach to the possible errors caused by interaction and heterogeneity 
is to model them. Like Gelman and Shalizi, their concerns are driven by the kinds 
of problems they see in existing research, which in their case are the causes of edu-
cational attainment. Formal methods like DAGs are useful, but their usefulness has 
to be evaluated according to the kinds of causal complexity faced by practicing re-
searchers and adapted accordingly. Th ey note that the formalism of DAG models 
can be a hindrance to recognizing causal complexities. 
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 Ken Kollman’s chapter continues the emphasis on the complexities of evidence, 
focusing on the burgeoning fi eld of computational models of social phenomena. In 
one way his topic is a classical one, especially in philosophy of economics, about the 
status of abstract and idealized models. Kollman notes what modelers oft en say in 
their defense—namely, that models provide insight. However, he goes a step further 
and realizes that appeals to insight are not enough (it could be a warm and fuzzy 
feeling only, though this is my formulation, not his). Kollman gives several other, 
more concrete reasons such models may be reasonable. It is possible to generate 
simulated data with computational models and then compare the patterns in the 
data with real empirical patterns in analogous social data. So empirical testing is 
possible, though Kollman cautiously notes that there are still issues about how 
strong the analogy is. Computational models also have explanatory virtues: Th ey 
instantiate the causal mechanical ideals advocated in the chapters in  part  I  . Th is 
means they can represent dynamics, something that rational choice game theory, 
for example, cannot. He also argues that they provide ways to model micro and 
macro social phenomena, in line with Ylikoski and Waldner’s idea that mechanism-
based explanation defuses individualism/holism debates. 

 Th e chapters in  part  III   deal with an intersecting set of topics concerning cul-
ture, norms, and the explanation of sociality. Here issues of explanation (macro and 
micro, for example), evidence, and more philosophical issues concerning how to 
understand key concepts are intertwined. Most chapters ask the question: How do 
explanations in terms of norms, culture, and related concepts relate to psychological 
explanations? To what extent are the latter suffi  cient? Necessary? What is the basis 
of human sociality? Human nature or social organization or some mix of the two? 
And if the latter, how does that work? 

 Mark Risjord provides a history up to the present of the concept of culture in 
anthropology, where the concept is most used. Th at history has been a running 
confl ict between treating culture as a trait of individuals—a form of methodological 
individualism—and as something superseding individuals and sometimes indeed 
as controlling them. Th e most plausible view, according to Risjord (echoing the 
approach emphasized by Ylikoski) is to see that debate as dissipated by a more in-
teractive view where neither the individualist or holist view is on the table. Th ough 
that is a common theme throughout the volume, there is obviously more work to do 
in fl eshing out that claim. My guess is that there are multiple, domain-specifi c ways 
of doing so, and I would not claim that this volume is anything like the fi nal word 
on the issue. 

 Henderson takes on clarifying norms, a concept widespread throughout the 
social sciences, though it is generally not carefully explicated. Sometimes norms are 
only behavioral regularities. Henderson argues convincingly that in this guise they 
are not particularly explanatory. His main focus is on norms as knowing (and 
having attitudes about) a rule, following some of the most sophisticated recent 
analyses. Henderson argues that rules cannot be seen as entirely a psychological 
phenomenon, because payoff s and diff erences in social status and power are part of 
the explanation. However, there are important questions, largely unexplored in the 
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literature, about the psychological basis and explanation of knowing rules. To what 
extent can cognitive science accounts be integrated with sociological, economic, 
and anthropological accounts? Like Ylikoski in  chapter  2  , Henderson thinks that an 
interfi eld account is called for. 

 Th e evolutionary program in social science is the subject of Francesco Guala’s 
and Tim Lewens’s chapters. Guala focuses particularly on the debate over whether 
cooperation and sociality in humans requires strong reciprocity—roughly, the will-
ingness to perform costly sanctions to enforce norms—or can be simply explained 
in terms of self-interest. Th is empirical issue is important for policy decisions, since 
if humans are not generally capable of strong reciprocity, policies that assume they 
are will lead to bad outcomes. Lewens provides an overview of objections to the-
ories of cultural evolution. He delineates the relation between sociobiology and 
other kinds of evolutionary accounts and between meme-based versions and popu-
lation level learning accounts. Levens give us a balanced account that argues that 
not all problems raised in the literature against evolutionary models are decisive, 
and yet is wary of attempts to push further than we can go. 

 Ross looks at the interactive origins of human intelligence and sociality, specif-
ically at the thesis that human intelligence in evolutionary history resulted from the 
need to meet the needs of social interactions. He surveys neurobiological and other 
evidence that suggests primates in general have natural dispositions to cooperate. 
So human intelligence seems unlikely to be the result simply of the need for social 
coordination. Instead, Ross suggests that that when hominid groups developed spe-
cialization and trading, greater demands arose to deal with these new forms coordi-
nation. Complex socialized selves were needed to play the more complex games that 
exchange and specialization involves. 

 Ron Mallon and Daniel Kelly examine the status of race as a social science con-
cept. Th e biological notion of race seems quite unfounded, so how has it been a 
useful concept in the social sciences—or has it been? Th ey deny that race is fully 
explained as a social role and argue that there is important empirical evidence sug-
gesting that there are strong psychological underpinnings behind our tendencies to 
categorize people in terms of race. Th is is in keeping with the theme of many chap-
ters that macro and micro accounts need to be involved and integrated. 

 Th e chapters in  part  IV   focus on issues in the sociology of knowledge. Earlier 
chapters had already informally considered some sociological and rhetorical aspects 
of social science research. As argued earlier in the chapter, information about the 
sociological factors driving research can be useful information in assessing the sci-
entifi c standing of various lines of research. 

 Amy Mazur discusses feminist social science research, especially feminist com-
parative politics (FCP), her prime area of interest. Th e feminist research she advo-
cates and discusses aims to contribute to accumulation of knowledge through 
empirical research, and she carefully distinguishes this from extreme constructivist 
views about science that some feminists have espoused. Th e feminist research she 
advocates does proceed, however, with an awareness of and interest in gender issues 
and a recognition of how gender biases can infect standard social science research. 
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She details the empirical success of feminist comparative politics. Mazur describes 
the social organization of the FCP community and its interaction with elements of 
national governments that have made it a success. However, she notes that main-
stream comparative politics has largely ignored these achievements and argues that 
gender biases continue to plague the mainstream, which is still largely comprised of 
male researchers. 

 Allan Horwitz applies the sociology of knowledge approach to mental illness. 
He rejects the idea that the sociology of mental illness classifi cation and organiza-
tional embeddedness shows that mental illness is a pure social construct (just as 
Mazur rejects radical constructivist feminist views about science). He also thinks 
that saying that all mental illness is a matter of looping kinds—interaction between 
individual traits and the eff ect on the individual classifi ed as having some mental 
disorder—as Hacking sometimes suggests is too crude a formulation that glosses 
important diff erences. Looping seemingly plays a much bigger role in ADHD than 
it does in schizophrenia. Horwitz believes that there can be neurobiologically based 
mental malfunctions that constitute mental illness. Looking at the social and insti-
tutional processes involved in the classifi cation and treatment of behavior of mental 
disorders can be quite helpful in assessing which current practices have a grounded 
basis and which ones exist largely due to the sociology of the psychiatric profession 
and the classifi cation process. 

 Th e fi nal chapters of the volume comprising  part  V   focus on normative issues 
that have important ties to social science research and philosophy of science issues. 
James Woodward uses the kind of work on reciprocity in cooperative behavior dis-
cussed by Guala and Ross to ask what implications it may have for political philos-
ophy. Daniel Hausman discusses the diffi  culties in evaluating health outcomes in 
terms of the preferences of patients and concludes that evaluation oft en relies on 
messy ad hoc processes. Anna Alexandrova asks if social science research on 
well-being actually gets at well-being (something its critics wonder about). She 
argues that philosophical accounts of well-being are of minimal help, and in prac-
tice the diff erent sciences that study well-being use diff erent, local notions relevant 
to the context without compromising their results. Th is is in keeping with the post-
positivist moral drawn at the beginning that science oft en does not work with con-
cepts defi nable in terms of necessary and suffi  cient conditions.      

  NOTES    

   Parts of this introduction are taken from  Ross, D., and Kincaid, H. “Th e New Philosophy of 
Economics,” in H. Kincaid and D. Ross, eds.,  Oxford Handbook of the Philosophy of 
Economics  (Oxford: Oxford University Press, 2009), 3–35 .   

     1.     Another distinct diff erence is over the role of values. Since I have pursued this at 
length elsewhere (Kincaid 2007), I am not going to do so systematically here. Th ere are 
many diff erent ways values can be involved with diff erent consequences. Th e short answer 
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is that science is a complex set of practice and that values can cause bias in some cases but 
not in others. For example, Mazur’s chapter shows how values can both lead to better 
science and to bad science as does Horwitz’s chapter on mental illness.         
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          c hapter 2 

MICRO, MACRO, AND 
MECHANISMS   

  Petri Ylikoski  

        2.1.     Introduction   

 Th is chapter takes a fresh look at micro-macro relations in the social sciences from 
the point of view of the mechanistic account of explanation. Traditionally, micro-
macro issues have been assimilated to the problem of methodological individualism 
(Udéhn   2001  , Zahle   2006  ). It is not my intention to resurrect this notoriously un-
fruitful controversy. On the contrary, the main thrust of this chapter is to show that 
the cul-de-sac of that debate can be avoided if we give up some of its presupposi-
tions. Th e debate about methodological individualism is based on assumptions 
about explanation, and once we change those assumptions, the whole argumenta-
tive landscape changes. 

 Th e idea that social scientifi c explanations are based on causal mechanisms 
rather than covering laws has become increasingly popular over the last twenty 
years or so (Hedström and Ylikoski   2010  ). Interestingly, a similar mechanistic turn 
has occurred also in the philosophies of biology and psychology (Wright and 
Bechtel   2007  ). Until recently, the connections between these two emerging tradi-
tions for thinking about mechanisms have been rare. Th e aim of this chapter is to 
employ ideas developed by philosophers of biology to address some issues that the 
advocates of mechanisms in the social sciences have not yet systematically addressed. 
I argue that ideas about levels of explanation and reductive research strategies, 
which were originally developed in the context of cell biology and neuroscience, 
can be fruitfully adapted to the social sciences. Th ey can both strengthen the case 
for mechanism-based explanations in the social sciences and bring the philosophy 
of social science debates closer to social scientifi c practice. 
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 Th e chapter is structured as follows. In the fi rst section, I will take a look at 
recent work on mechanism-based explanation. While I suggest that the mechanistic 
account of explanation presupposes some more fundamental ideas about explana-
tory relevance and causation, I also argue that it provides a fruitful tool for thinking 
about micro-macro relations in the social sciences. In the second section, I will crit-
icize a common philosophical way of formulating the micro-macro issue and pro-
vide my own characterization that is not dependent on the assumption that there is 
a unique or comprehensive micro level. Th e third section introduces the distinction 
between causal and constitutive explanation, and argues that this distinction helps to 
make sense of the call for microfoundations in the social sciences. Th e fi nal section 
will take on a doctrine that I call intentional fundamentalism, and it challenges the 
idea that intentional explanations have a privileged position in the social sciences.    

   2.2.     Mechanism-based Explanation   

 Th e idea of mechanism-based explanation has been developed independently 
among social scientists (Harré   1970  ; Elster   1989 ,  2007  ; Little   1991  ; Hedström and 
Swedberg   1998  ; Hedström   2005  ; for a review see Hedström and Ylikoski   2010  ) and 
philosophers of biology (Bechtel   2006 ,  2008  ; Craver   2007  ; Darden   2006  ; Wimsatt 
  2007  ). In the social sciences, the idea of causal mechanism has been used mainly as 
a tool for methodological criticism, while in the philosophy of biology the motiva-
tion has been that of fi nding a descriptively adequate account of biological explana-
tion. Despite these separate origins and motivations, both traditions are clearly 
building on similar ideas about scientifi c explanation. For example, both share the 
same dissatisfaction with the covering law account of explanation (Hedström   2005  ; 
Craver   2007  ). 

 Th ere is no consensus on the right defi nition of a causal mechanism. Although 
some theorists fi nd such a situation frustrating, I do not think this constitutes a real 
problem. Th e entities and processes studied by diff erent sciences are quite heteroge-
neous, and it is probably impossible to propose a mechanism defi nition that would 
be both informative and cover all the prominent examples of mechanisms. Some 
disciplines, such as cell biology (Bechtel   2006  ) and the neurosciences (Craver   2007  ), 
study highly integrated systems, whereas others, such as evolutionary biology and 
the social sciences, study more dispersed phenomena (Kuorikoski   2009  ), so it is 
more plausible to think that informative characterizations of mechanisms are fi eld 
specifi c. Th e task of a philosophical account is to show how these exemplars are 
related to general ideas about explanation, evidence, and causation, not to engage in 
verbal sophistry. However, it is possible to give some general characteristics of 
mechanisms. 

 First, a mechanism is always a  mechanism for something ; it is identifi ed by the 
kind of eff ect or phenomenon it produces. Second, a mechanism is an  irreducibly 
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causal notion . It refers to the entities of a causal process that produces the eff ect of 
interest. Th ird, a mechanism has a  structure . When a mechanism-based explanation 
opens the black box, it makes visible how the participating entities and their prop-
erties, activities, and relations produce the eff ect of interest. Th e focus on mecha-
nisms breaks up the original explanation-seeking why-question into a series of 
smaller questions about the causal process: What are the participating entities, and 
what are their relevant properties? How are the interactions of these entities orga-
nized (both spatially and temporally)? What factors could prevent or modify the 
outcome? Finally, there is  a hierarchy of mechanisms . While a mechanism at one 
level presupposes or takes for granted the existence of certain entities with charac-
teristic properties and activities, it is expected that there are lower-level mecha-
nisms that will explain them. In other words, the explanations employed by one 
fi eld always  bottom out  somewhere. However, this fundamental status of certain 
entities, properties, and activities for a given mechanism is only relative, as they are 
legitimate targets of mechanistic explanation in another fi eld. Of course, this chain 
of explanations ends somewhere—there are no mechanism-based explanations for 
fundamental (physical) processes (Hedström and Ylikoski   2010  ). 

 Although the mechanism-based account is oft en presented simply as an idea 
about scientifi c explanation, the notion of mechanism is associated with a wider set 
of ideas about scientifi c knowledge. For example, there are ideas about the justifi ca-
tion of causal claims, the heuristics of causal discovery, the presentation of explan-
atory information, and the organization of scientifi c knowledge (Ylikoski   2011  ). 
Th ere is no doubt that these not yet clearly articulated ideas partly explain the ap-
peal of the approach. For example, as I will show later in this chapter, claims about 
the explanatory role of mechanisms are oft en confused with claims about their rel-
evance to the justifi cation of causal claims (see also Kincaid, this volume). 

 While I think all the above ideas are important advances in understanding ex-
planatory reasoning in science, it is not necessary to assume that the notion of 
mechanism is the ultimate solution to all problems in the theory of explanation. On 
the contrary, the mechanistic theory presupposes accounts of explanatory rele-
vance, causation, and the nature of generalizations that provide the basis for mech-
anisms. Th e notion of mechanism should not be treated like a black box. I have 
argued elsewhere (Hedström and Ylikoski   2010  ; Ylikoski   2011  ) that if the mecha-
nistic ideas are combined with the theory of explanation developed by James Wood-
ward (  2002 ,  2003  ), we can get quite far in solving these problems. While for the 
present purposes we do not have to consider in detail the relation between mecha-
nisms and generalizations, some comments on explanatory relevance are in order as 
later arguments depend on it. 

 A mechanism-based explanation describes the causal process selectively. It 
does not aim at an exhaustive account of all details but seeks to capture the crucial 
elements of the process by abstracting away the irrelevant details. Th e relevance of 
entities, their properties, and their interactions is determined by their ability to 
make a relevant diff erence to the outcome of interest. If the presence of an entity or 
of changes in its properties or activities truly does not make any diff erence to the 
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eff ect to be explained, it can be ignored. Th is counterfactual criterion of relevance 
implies that mechanism-based explanations involve counterfactual reasoning about 
possible changes and their consequences (Ylikoski   2011  ). A natural way to under-
stand these causal counterfactuals is to understand them as claims about the conse-
quences of ideal causal interventions (Woodward   2003 ,  2008  ). Th e causal 
counterfactual tells us what would have happened to the eff ect if the cause had been 
subject to a surgical intervention that would not have aff ected anything else in the 
causal confi guration. An advantage of the interventionist account of causation is 
that it allows talking about causal dependencies in every context where the notion 
of intervention makes sense. Unlike some other theories of causation, such as var-
ious process theories, it is level-blind and applicable to special sciences such as cell 
biology or sociology.   

   2.2.1.      Mechanisms and Reductive Explanation   
 One of the distinctive features of the mechanistic approach to explanation is that it 
reorients the issues related to reductionism and reductive explanation. In one sense 
the mechanistic way of thinking is thoroughly reductionist: It attempts to explain 
activities of mechanisms in terms of their component parts and their activities, and 
then subjects the component mechanisms to the same treatment. In this sense, the 
reductive research strategy has probably been the single most eff ective research 
strategy in the history of modern science. However, there is another sense in which 
mechanism-based explanations are clearly nonreductionist: Although they do refer 
to the micro level, they do not replace or eliminate the higher-level facts nor the 
explanations citing them. Rather than serving to reduce one level to another, mech-
anisms bridge levels (Darden   2006  ; Craver   2007  ; Wright and Bechtel   2007  ; Rich-
ardson   2007  ; McCauley   2007  ; Wimsatt   2007  ). 

 Th e mechanistic account of reductive explanation diff ers signifi cantly from the 
traditional philosophical accounts of intertheoretical reduction that conceive re-
duction as a derivation of one theory from another (Richardson   2007  ; McCauley 
  2007  ). Th e mechanical account of reductive explanation does not start with a 
strongly idealized picture of a discipline-wide theory that contains all knowledge 
about its level. Nor does it conceive reduction as a deductive relation between such 
theories (or their corrected versions). Rather, reductive mechanistic explanations 
are constructed piecemeal with a focus on particular explanatory targets. While 
there is an assumption that everything is mechanistically explainable and a pre-
sumption that ultimately all mechanistic accounts are mutually compatible, there is 
no overarching eff ort to combine them into one grand theory that would cover all 
the phenomena that the scientifi c fi eld studies. Also, contrary to the traditional ac-
counts that conceive reduction as elimination or replacement, the mechanisms are 
inherently multilevel. Th e components and their operations occur and are investi-
gated at one level, whereas the mechanism itself and its activities occur and are in-
vestigated at a higher level. In this sense accounts of mechanisms oft en have the 
character of interfi eld theory (Darden   2006  ). Th is makes it diffi  cult to characterize 
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the reductive understanding provided by mechanical explanations as deductive re-
lations between independent theories. 

 Th e mechanistic stance also gives reasons for rethinking the notion of levels. 
According to the traditional layer-cake conception, there is a neat hierarchical lay-
ering of entities into levels across phenomena, and the scientifi c disciplines (e.g., 
physics, chemistry, biology, psychology, sociology) are distinguished from each 
other by the level of the phenomena that they are studying (see Oppenheim and 
Putnam   1958  ). From the mechanistic point of view, this way of thinking unneces-
sarily drives together levels of nature and science, and misleadingly suggests that 
the levels are both comprehensive and the same independently of the investigative 
context (Craver   2007  ). Th e actual scientifi c disciplines do not match neatly with the 
metaphysical picture of levels of organization or reality. And while there are many 
problems in a serious characterization of the metaphysical picture of levels, there do 
not seem to be any particularly good reasons to accept such a metaphysical con-
straint for an account of scientifi c explanation. 

 Th e notion of the levels of mechanism plays an important role in the mecha-
nistic account but is free from many of the traditional assumptions about levels. Th e 
levels of mechanisms are perspectival in the sense that the levels are dependent on 
the explanatory target. Macro-level facts are explained by appealing to micro-level 
processes, entities, and relations, but these items belong to the micro level just 
because they are required for the full explanation of the macro fact, not because they 
belong to some predetermined micro level. Whatever is needed for explaining the 
macro fact is regarded as belonging to the same level. However, there is no guaran-
tee that these components would always be at the same level in all possible explana-
tory contexts. Nor it is obvious that the micro-level entities and processes that 
account for these components would be in any simple sense from the same level. For 
every hierarchy of mechanisms, there is a clear hierarchy of levels of mechanisms, 
but these levels are local. Th ere is no reason to assume that separate hierarchies of 
mechanism levels would together produce the neatly delineated and comprehensive 
levels of nature assumed in the traditional layer-cake model (Craver   2007  ). 

 Th ese views have a number of interesting consequences for traditional ways of 
thinking about reductive explanation and the explanatory role of microfoundations 
in the social sciences. For example, once we give up the outdated deductive model of 
theory reduction, many of the traditional fi xations of the methodological individu-
alism debate simply become meaningless. For example, there is no need to provide 
individualistically acceptable redefi nitions of macro-social notions because the ex-
planation of macro facts is no longer conceived as a logical derivation. Similarly, the 
search for any bridge laws between theories becomes pointless. Th is has the conse-
quence that the key anti-reductionist argument about multiple realization loses 
much of its signifi cance. From the point of view of mechanistic explanation, multiple 
realization is simply an interesting empirical observation that does not pose any se-
rious threat to the possibility of explaining macro properties in terms of micro prop-
erties and relations. Just as the sciences have learned to live with the fact of alternative 
causes, they can learn to live with the phenomenon of multiple realization. 
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 Th e advocates of the mechanism-based approach in the social sciences have 
noticed some of these consequences. For example, they have largely given up the old 
ideas about reductive explanation and have instead emphasized the importance of 
microfoundations (Elster   1989  ; Little   1991  ). However, I do not think that all the im-
plications of the mechanistic perspective have been taken into account in the phi-
losophy of social sciences. Th is is visible, for example, in the fact that quite oft en the 
mechanistic approach is associated with methodological individualism (Elster 
  1989  ). Similarly, much of the debate about micro-macro relations is still focused on 
arguments that are based on a premechanistic understanding of reductive explana-
tion (Sawyer   2005  ; Zahle   2006  ). 

 Th e aim of this chapter is to sketch what a consistently mechanistic way to 
think about micro-macro relations would look like and to show that some of the 
key presuppositions of the traditional debate about methodological individualism 
should be given up. One of these is the assumption of a comprehensive, unique, 
and privileged individual level. Th e notion of  comprehensiveness  refers to the idea 
that there is a consistent and well-defi ned individual level that is suffi  cient to cover 
all social phenomena and that would serve as a reduction basis for all nonindi-
vidual social notions.  Uniqueness  refers to the assumption that in all social expla-
nations, the micro level would always be the same level, for example, the level of 
intentional rational action. Finally, the notion of  privileged  refers to the presump-
tion that explanations in terms of this special level have some special explanatory 
qualities that set them apart from explanations from other levels. In the following, 
I will challenge all three assumptions and argue that once they are given up, we can 
approach the micro-macro issues in the social sciences in a more clear-headed 
manner.     

   2.3.     Rethinking the Macro   

 A popular argumentative strategy among anti-individualists has been to borrow 
ideas from the philosophy of mind. Th ey are inspired by the arguments for nonre-
ductive materialism, so they build their argument based on an analogy with the 
mind-brain relation. Given that these arguments are not very mind specifi c—it is a 
general practice just to talk about M- and P-predicates—their appeal is understand-
able. Th e ideas of supervenience and multiple realization seem to provide a neat way 
to argue against reductionism, at least if one accepts the traditional idea of deriva-
tional reduction. While there are reasons to suspect that the notion of superve-
nience is less illuminating than is oft en assumed (Horgan   1993  ; Kim   1993  ) and that 
the traditional view of reduction does not completely collapse under multiple real-
ization (Kim   1998  ), we can set these issues aside as their relevance presupposes a 
premechanistic account of reductive explanation. Here I want to focus on the mind-
brain analogy as I think it is misleading. 
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 Th e mind-brain analogy is inappropriate because it mischaracterizes the nature 
of the social scientifi c micro-macro problem. Th e central problem in the philosophy 
of mind is to fi gure out how the explanations provided by psychological theories 
that employ mental concepts are related to the accounts of the brain’s working pro-
vided by the neurosciences. Th e challenge is to relate two levels of description that 
are fundamentally talking about the same thing. Th e (nondualist) antireductionist 
position does not typically challenge the causal suffi  ciency of the neural-level facts. 
Th e setup is quite diff erent in the social scientifi c micro-macro debates. 

 Th e problem in the social sciences is not that of bridging a comprehensive and 
exhaustive individual-level understanding of social processes (the analogue to the 
idealized knowledge of the brain) to a more social or holistic description (that 
would be analogue to the idealized psychological theories employing the mental 
vocabulary). It is typical for anti-individualists to challenge the causal suffi  ciency of 
individual facts. Th ey oft en claim that the facts about individuals allowed by the 
individualist are either not suffi  cient to account for all social facts or the individual-
ists are cheating by accepting facts that are not properly individualistic. Th is is 
because the issue is not really that of relations between two comprehensive (and 
potentially competing) levels of description, but that of seeing how local facts about 
individuals and their social interactions are related to large-scale facts about groups, 
organizations, and societies. So, the relation is really more like the one between the 
whole brain and its parts than the mind and the brain. While this contrast is useful 
for highlighting the inappropriateness of the mind-brain analogy, I do not want to 
develop it further as there are many problems with the organ-society analogy. It is 
better to skip all the brainy analogies and to take a fresh look at the micro-macro 
problem as the social scientists face it. 

 A useful starting point is the observation that macro social facts are typically 
 supra-individual : Th ey are attributed to groups, communities, populations, and or-
ganizations, but not to individuals. Th ere might be some attributes that apply both 
to individuals and collectives, but typically macro social properties, relations, and 
events are such that they are not about individuals. 

 Another salient feature of many social micro-macro relations is the part-whole 
relationship. One way or another, the macro social entities  are made of  their consti-
tuting parts. Usually this relation of constitution is more than mere mereological ag-
gregation or simple material constitution. First, many social wholes are composed of 
a heterogeneous set of entities; there are intentional agents, their ideas, and material 
artifacts. Second, in all interesting examples of social wholes, the  relations  between 
the components play an important role. (Similarly, oft en the relations between social 
wholes and between the social whole and its environment are also important.) How-
ever, the important thing is that the part-whole relationship makes it possible to see 
the micro-macro relation as a question of scale: Th e diff erence between micro and 
macro is the diff erence between small- and large-scale social phenomena. 

 I do not propose that we can simply defi ne the micro-macro contrast as an issue 
of scale. All diff erences in scale do not constitute a meaningful micro-macro relation, 
and the heterogeneous nature of macro social facts makes it diffi  cult to characterize 
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the additional requirements for their defi ning features. However, I do want to sug-
gest that it provides a fruitful way to think about micro-macro relations and an anti-
dote for the tendency to see parallels in the philosophy of mind. 

 Th inking of the micro-macro issue as an issue of scale makes it possible to con-
ceive of it as being without a unique micro level. Whereas the contrast between 
“individual” and “social” levels is categorical, the contrast between small and large 
is relative and allows a continuum of various sizes. Depending on the application, 
the micro entities could be individuals, families, fi rms, or groups. Th is fl exibility is 
in accordance with the way social scientists think. Th ey do not assume that micro is 
always about one specifi c set of entities. 

 Another consequence is that whether an attribute is a macro or micro property 
depends on what it is contrasted with. A friendship relationship is a macro property 
from the psychological point of view, but a micro property when considered from 
the point of view of the social networks within a community. Rather than being set 
a priori, the contrast between micro and macro depends on one’s explanatory inter-
ests. For example, international politics and organizational sociology construct the 
micro-macro contrast quite diff erently. In the former, states and other organizations 
are oft en treated as individuals, whereas in the latter, the organizations and their 
properties are the macro reality to be explained. Similarly, an economist studying 
market processes can treat fi rms and households as the micro level, while for disci-
plines such as industrial organization and family sociology, they are the macro 
items that require explanation. 

 From the point of view of a mechanistic philosophy of science, this fl exibility is 
not surprising. Th e same dependence of levels on epistemic concerns is also observ-
able in the biological sciences. Th e cell biologists or neuroscientists do not think in 
terms of comprehensive or unique micro levels either. Th e levels of mechanisms 
found there depend on the explanatory concerns, not on a priori ontological con-
siderations. Th is is not worrisome for the mechanistic point of view, as the key as-
sumption is that whatever is found at the micro level can always be turned to a 
macro-level  explanandum  for another set of enquiries. 

 Th e social macro properties do not constitute a unifi ed kind, so it makes sense to 
characterize them with a sample of examples rather than with a general defi nition. Th e 
following classifi cation of typical sociological macro social properties is not intended 
to be exhaustive of sociology or the social sciences in general. Th ere are many parts of 
macro social reality that fall between my four categories. However, I hope the four 
examples can be used to illustrate the applicability of the scale perspective.   

   2.3.1.      Statistical Properties of a Population   
 A major concern for sociology is the various statistical attributes of populations. 
Among these are  distributions  and  frequencies . Sociologists are interested in both 
distributions of attributes to various kinds of individuals and distributions of indi-
viduals with certain attributes to social positions and spatial locations. For example, 
when they are studying the ethnic segregation of cities, comparing societies in terms 
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of inequality, or describing the social stratifi cation of a society, they are attempting 
to account for distributions. Another relevant property of distributions are 
frequencies. Sociologists are interested in typical, rare, dominant, or marginal 
behaviors, beliefs, or attitudes within a specifi ed population. Similarly, they are in-
terested in ratios of attributes such as unemployment or incarceration within the 
population. So, when sociologists are studying changes in racial prejudices over 
time, comparing the level of conformism between communities or tracking the 
changes in the level of union memberships, they are interested in explaining 
frequencies. 

 All these statistical macro social properties are inferred (or estimated) from 
data about the members of a population. Th ere is no other way to access them. 
However, it does not make any sense to attribute these properties to individual 
units. Another important thing about these macro social facts is that the units of 
these statistics do not have to be individuals; they can as well be families or fi rms. It 
is noticeable that statistical macro properties are in no way dependent on the mem-
bers’ beliefs and attitudes about them. Th e members of the population can have 
false, or even crazy, beliefs about distributions and frequencies that characterize 
their own society. 

 While the statistical properties of populations usually only serve as  explananda  
in the social sciences, they do have some legitimate and nonreducible explanatory 
uses. For example, in the cases of frequency-dependent causation (e.g., cases in 
which the causal eff ect of an individual having a certain property depends on the 
frequency of that property in the population), the statistical facts are the crucial 
diff erence makers. Similarly, in many social scientifi c explanations, the correlations 
between various variables (for example, wealth, education, taste, and place of resi-
dence) play an important role in accounting for individual diff erences in behavior 
and attitudes. Both of these cases are quite easily conceived as cases of larger-scale 
facts infl uencing smaller-scale phenomena, while other ways to think about levels 
are not as natural.    

   2.3.2.      Topologies of Social Networks within a Population   
 Sociologists are also interested in relations and interactions between individuals. 
When considered together, these relations constitute networks of social relations 
within the population. A social network can be regarded as a map of all of the rele-
vant ties between the members of a specifi ed population. When sociologists are 
studying the spread of information within an organization, comparing groups with 
respect to their level of network clustering or analyzing the brokering opportunities 
of an individual occupying a structural hole (i.e., a position between two networks 
that are not otherwise connected), they are examining social networks. 

 Th e importance of social networks is increasingly being recognized in the social 
sciences, and social network analysis is becoming increasingly popular in various 
social sciences. Social network analysis is based on the observation that networks 
have many interesting (formal) properties, such as centralization, cohesion, density, 
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and structural cohesion (Scott   2000  ). While the social network is inferred from 
knowledge about individual relationships, the properties of the network are proto-
typical macro properties. It does not make any sense to apply these attributes to 
individual nodes of the network. Similarly to statistical properties, the units of net-
work analysis are fl exible. Th ere is no requirement that the nodes of the network 
(the members of the population) are persons. Th ey can also be groups, families, 
organizations, or even states. 

 Th e properties of social networks serve both as the  explananda  and the  explan-
antia  in sociology. As an example of the latter, consider the notion of a structural 
hole (Burt   1992  ), which is used to explain the diff erences in agents’ ability to access 
information and in their opportunities to infl uence social processes. In these expla-
nations the structure of the network plays an irreducible role, and it is quite natural 
to think of the social network as a large-scale social phenomenon infl uencing local 
interactions between individuals. In contrast, it is very diffi  cult to think about them 
in terms of social and individual levels. As social networks are attributes of the 
population, it would be quite a stretch to call social networks individual properties. 
But if they are macro-level properties, what would be the individual-level properties 
that could be regarded as their bases? Collections of relevant individual relations, 
one might suggest, but that would be just a vague way to talk about networks. Th ings 
are simpler if one does not have to bother with such questions. A network is simply 
a more extensive entity that is constituted by more local relations and it can have 
properties that are not properties of its components.    

   2.3.3.      Communal Properties   
 By communal properties I refer to social scientifi c notions that apply to specifi c 
communities, but not to isolated individuals. Among these notions are such things 
as culture, customs, social norms, and so on. For example, cultural diff erences are 
primarily between groups, not between individuals. Similarly, social norms and 
customs are properties of communities—attributing them to solitary individuals 
does not make sense. Many of these notions do not have precise defi nitions, and 
their explanatory uses are oft en confusing (Turner   1994  ; Ylikoski   2003  ), but they do 
have an important role in the social sciences. 

 While communal properties are attributed to groups, they are quite straightfor-
wardly based on facts about individuals. Underlying these notions is the idea that 
the members of a group share certain beliefs, expectations, preferences, and habits. 
However, it is crucial that the sharing of these individual attributes is not purely 
accidental: Th e members have these individual properties because the other mem-
bers of the group have them. Th e sharing of these properties is due to continuing 
interaction. For example, the existence of a social custom presupposes that the nov-
ices learn specifi c expectations and habits when they become members and that the 
members of the group stick to these expectations and habits because others also do 
so. Underlying the (relative) unity of a culture are facts about the shared origins of 
the ideas, values, and practices of the members and their constant interaction with 
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each other. Similarly, the cohesion of a culture is based on the frequency of interac-
tions with the group and the rarity of interactions with outsiders, not on any kind of 
higher-level infl uence on individuals. 

 Descriptions of customs, social norms, and cultures are always based on ideali-
zation and abstraction. Members of a community never have exactly the same ideas, 
preferences, or routines. Th at would be a miracle, given what is known about human 
learning and communication (Sperber   2006  ). Th ere is always some variation among 
the members, no matter how comprehensive the socialization processes are. How-
ever, these idealized descriptions are still useful. Th ey draw attention to features of 
the group that are typical and salient when it is contrasted with some other group. 

 Although communal properties, as I have described them, are tied to a social 
community defi ned by frequent interactions, the boundaries of these communities 
are fl uid. Th is makes it possible to describe culture on various scales—for example, 
on the levels of a village, a local area, and a nation. However, descriptions on larger 
scales are bound to be more abstract and less rich in detail as individual variation 
takes its toll. Th e same fl exibility that characterizes statistical and network prop-
erties applies also to communal properties, which can also be attributed to nonper-
sonal units. For example, it is possible to describe social norms that govern 
interactions between organizations. 

 When we consider communal properties as  idealizing abstractions from shared 
individual properties , there is no need to refer to them as any kind of autonomous 
level of reality. Th ey just describe more extensive facts than descriptions of the indi-
vidual attitudes, habits, and preferences that constitute them. Th e scale perspective 
also appears natural when the explanatory use of communal properties is consid-
ered. For example, when we are explaining the behavior of an individual by ap-
pealing to social norms, we are referring to larger-scale facts about the group 
members that are causally relevant to the micro-level behavior. Th ere is no need to 
postulate a separate realm of norms to understand what is happening. It is just that 
the expectations and responses of the other group members infl uence the individu-
al’s judgments about appropriate behavior.    

   2.3.4.      Organizations and Th eir Properties   
 Organizations such as states, fi rms, parties, churches, and sport clubs are important 
parts of the social reality. While the community that is the basis for communal 
properties is not oft en clearly demarcated, a clear demarcation is oft en the case with 
organizations. Th ey usually have specifi ed criteria for membership, at least for the 
operational members. Th ey also have rules that defi ne the rights and duties of mem-
bers and the roles of various functionaries. Th ese (written or nonwritten) rules 
make it possible for organizations to have stability and continuity, so that it makes 
sense to talk about their continuing existence when their functionaries are replaced 
and the members change. Furthermore, many organizations exist (and are defi ned) 
in the context of other organizations, so one has to pay special attention to context 
when attempting to make sense of organizations. 
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 Organizations as entities can have many properties that are not properties of 
their members. Th ey can even have goals that are not the personal goals of their 
members, and some organizations are treated as legal persons. Th is has convinced 
many that organizations are real entities that should be treated as a separate onto-
logical category. I do not have strong opinions about issues of ontological book-
keeping, as it is remembered that organizations are human artifacts that are always 
made of persons, their ideas about the rules, and oft en, of material artifacts. What-
ever the organization does, is done by its members in its name. It is of crucial social 
importance whether an action, for example, a questionable comment, was made as 
a representative of an organization or as a private person. But these are facts about 
the status attributed to the behavior, not about the two completely diff erent entities 
producing the behavior. 

 When a person causally interacts with an organization, she interacts with other 
persons (although this interaction is increasingly mediated via material artifacts 
such as ATM machines). Th ere is no downward causal infl uence from a higher level. 
Everything happens at the same level; it is just that the intentional attitudes and re-
lations of a larger group of people are important to the details of the local situation. 
Similarly, the infl uence of the organization on its members happens through other 
members, no matter how high up some of the members are in the organizational 
hierarchy. While the rules (and their interpretation by others) are external to any 
individual person, there is no need to posit them as a separate ontological category. 
Th ese observations suggest that even in the case of organizations, the layer-cake 
model of the social world is not very illuminating. What is interesting about orga-
nizations is the habits and mental representations of their members, the resources 
they control as members of the organization, and their (materially mediated) inter-
actions, not some higher ontological level. 

 Again it is good to return to real social scientifi c questions. Th ey concern issues 
such as: How do large-scale collective enterprises—for example, organizations—
manage (or fail) to achieve certain things? What kinds of unintended consequences 
do these collective activities have? How does a membership in such collective enter-
prises infl uence the individual members? Th e explanatory answers to these ques-
tions oft en refer to organizations and their properties, but there is no problem 
in conceiving them as large-scale things infl uencing smaller-scale things or other 
large-scale things. 

 Th ese examples of macro social facts suggest a kind of fl at view of society in 
which the diff erence between micro and macro is one of scale, not of diff erent levels. 
Th e large-scale facts about distributions, frequencies, interactions, and relations 
have an irreducible explanatory contribution to make, but there is nothing compa-
rable to the mind-brain relation. As a consequence, the metaphor of levels that 
underlies the layer-cake model does not really help to make sense of the issues that 
social scientists addressing social macro facts are facing. Giving it up will have a 
number of benefi cial consequences. 

 First, there are some philosophical advantages. As I will argue in the next sec-
tion, once we give up the image of levels, we get rid of the problem of causal exclusion 
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that arises from the image of causally competing levels. Th ere is no problem of 
downward causation as there are only causal infl uences from large-scale things to 
small-scale things and descriptions of large-scale things at various levels of abstrac-
tion. Th e problem is replaced with the more down to earth problem of explanatory 
selection: Under which description can we formulate the most robust claims about 
counterfactual dependence? Secondly, we no longer have to face the problem of 
fi nding an acceptable defi nition of the comprehensive individual level so that we 
can argue for or against methodological individualism. We can start analyzing real 
social scientifi c explanations instead and focus our attention on the possible contri-
butions that large-scale things make to those on a smaller scale and what kinds of 
causal mechanisms mediate these infl uences. 

 Th is change in framing also has some advantages when considering relations 
between disciplines. Th e division of labor between psychology and the social sci-
ences is justifi ed by diff erences in scale and the importance of large-scale relations 
and interactions, not in terms of independent and autonomous levels of reality. Th is 
guarantees that the social sciences will never be reduced to psychological sciences. 
However, thinking in terms of scale also cuts down the false aspirations of disci-
plinary autonomy. When the social scientists are denied their own autonomous 
level of reality, the ideal of completely psychology-free social science becomes less 
appealing. It should be an empirical matter whether the details of human cognition 
matter for social explanation. It might be that is some cases it makes good mecha-
nistic sense to incorporate some processes on the sub-personal level in the explan-
atory theory. I will return to this possibility in the fi nal section.     

   2.4.     Causation, Constitution, 
and Microfoundations   

 One prominent idea in the recent philosophy of biology debate about mechanisms 
has not been employed in the philosophy of social sciences debate.   1    Th is is the dis-
tinction between causation and constitution. Although the diff erence between con-
stitutive and causal explanation has been noted earlier (Salmon   1984  ; see also 
Cummins   1983  ), it has only recently become a topic of systematic study (Craver 
  2007  ). 

 Both causation and constitution are relations of dependence (or determina-
tion), and they are easily confused. However, there are some crucial ontological 
diff erences. Causation is a relation between events; it is about changes in properties. 
Causation takes time, so we talk about causal processes. Finally, causation is charac-
terized by the asymmetry of manipulation: Th e eff ect can be manipulated by ma-
nipulating the cause, but not the other way around (Woodward   2003  ). 

 In contrast, constitution relates properties. Th e properties (and relations) of 
parts constitute the properties of the system (sometimes also the relations to the 



Mechanisms, Explanation, and Causation34

environment are important). Th e whole is  made of  its parts and their relations. Un-
like causation, constitution does not take time, and we do not talk about the process 
of constitution. Furthermore, the  relata  of constitution are not “independent exis-
tences” (as Hume called them). For this reason we cannot characterize the relation 
of constitution with the help of the asymmetry of manipulation. For example, the 
molecular structure of glass constitutes its fragility: To be fragile is to have a partic-
ular molecular structure; the fragility is not a consequence of the molecular struc-
ture. However, there is another sort of asymmetry: the asymmetry of existence. Th e 
parts preexist the system in the sense that the parts can exist independently of the 
system, but the system cannot exist independently of its parts (although the system 
can exist independently of particular parts). 

 An interesting sort of regress characterizes both causation and constitution. In 
the case of causation, we talk about chains of causation. Th is is based on the idea 
that for every event that is a cause, there is another event that is its cause. A similar 
idea applies to constitution; we assume that all parts can be further decomposed 
into their parts and their organization. We could call these chains of constitution. 
Now a tricky question is whether there exists a fi rst cause that is not itself caused, 
and a similar problem can be stated concerning the ultimate building blocks of re-
ality, but in this context we can leave them aside. Th ere is no danger that such ulti-
mate things will show up in the social sciences. However, these regress properties 
create chains of explanations, which are relevant from the point of view of the social 
sciences. Th e crucial thing in this context is to understand that although there is 
always an explanation for every social scientifi c explanatory factor, this does not 
imply that their explanatory status depends on us knowing the explanation for 
them. Both in the case of causation and constitution, an explanation presupposes 
that the  explanans  facts are the case, not that we have to have an explanation for 
those facts. I will return to this issue in the next section. 

 Explanation is about tracking relations of dependence. Although metaphysi-
cally the relations of constitution and causation are quite diff erent, in terms of ex-
planation the basic principles are quite similar. Both explanations attempt to track 
networks of counterfactual dependence. A causal explanation tells us how  the ante-
cedent events  and  their organization  (timing and location) bring about the event to 
be explained. In contrast, a constitutive explanation describes how  the properties of 
the components  and  their organization  give rise to the system’s properties. 

 In both cases we are looking for the diff erence-makers: Th e criterion of ex-
planatory selection is counterfactual. As the precise  explanandum  is best charac-
terized in contrastive terms (why x is the case rather than x*), we are interested in 
the diff erences that would have made the diff erence we are interested in (Wood-
ward   2003  ; Ylikoski   2007  ; Northcott this volume). In the case of causation these 
diff erences are in antecedent events; in the case of constitution these diff erences 
are in the properties of parts (or in their organization). Also in both cases it makes 
sense to ask a further question: Why does the counterfactual dependence hold? 
Th e answers to these questions will in both cases draw from the same body of me-
chanical knowledge, so it is understandable that in the philosophy of biology 
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debates both explanations are called mechanical explanations. So, despite the 
important metaphysical diff erences, the same basic ideas about explanation can be 
applied to both cases. 

 Not only are the principles of explanatory relevance similar, so are the explan-
atory questions. Th is leads easily to confusion. Consider the question: “Why is 
this glass fragile?” Th e question is ambivalent: It could either mean “How did the 
glass become fragile?” or it could mean “What makes the glass fragile?” Th e fi rst 
question is causal; the latter question constitutive. Th e answer to the causal ques-
tion will tell us about the causal history of the glass—it will specify the crucial 
features of the process that led to the object being fragile rather than robust. Th e 
answer to the constitutive question will not focus on earlier events. It will detail 
the relevant aspects of the object’s molecular structure that makes it fragile. So 
while the explanation-seeking questions may look the same, the request for 
 explanatory information is quite diff erent. Without a clear understanding of the 
diff erences between causation and constitution, some confusion is bound to 
occur. Th is is also the case in philosophy of social sciences. For example, it is quite 
a diff erent thing to explain how a regime became stable than to explain what 
makes it stable. While some of the facts cited by both explanations might be the 
same, they are addressing diff erent  explananda : One is focused on how the causal 
capacity was acquired and the other on the basis of that causal capacity. A social 
scientist is usually interested in both questions, but she should not confuse them 
with each other. 

 For all social macro properties, one can ask both constitutive and causal why- 
and how-questions. (Although for some statistical properties the constitutive ques-
tions are relatively trivial.) Th e fi rst sort of questions asks how the macro properties 
are constituted by the micro-level entities, activities, and relations. Th e aim is to 
track how the details of macro-level facts depend on the micro details. Th e question 
is oft en how the macro facts would have been diff erent if some of the micro facts 
had been diff erent in some specifi c way. Th ese questions can also be characterized 
in terms of interventions: How would the macro facts change if some of the micro 
facts were changed? Notice that here intervention is a causal notion (all change 
happens in time), but the dependence of interest is constitutive. 

 A clear example of constitutive explanation is an explanation for the diff erence 
in the problem-solving capacities of two groups. Th e crucial diff erence might be in 
the properties of the members, such as their intelligence or social skills. Alterna-
tively, the pivotal factors might be the informal social norms that characterize the 
interactions within the group or its formal organization. Of course, the explanation 
may also be found in some combination of these factors. Just like in this example, 
the usual  explananda  of constitutive explanations are causal capacities and disposi-
tions of the whole. Th e constitutive explanation tells us what gives the whole (popu-
lation, group, organization, or society) those properties, and the answer is found in 
the causal capacities of the parts and their organization. 

 Th e  explanantia  in constitutive explanations are always at the micro level. As 
the explanation attempts to capture what the whole is made of, an appeal to the 
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properties of the whole does not really make sense. In this sense, the methodolog-
ical individualists, and other reductionists, have been on the right track. On the 
other hand, the explanation of macro properties does not in any way diminish their 
reality: Th e wholes are as real as their parts. Th is implies that those methodological 
individualists who have suggested that a micro explanation somehow eliminates the 
macro properties are either metaphysically confused or just choosing their words 
badly. Th e talk about macro reducing to micro makes as little sense as the talk about 
reducing eff ects to their causes. 

 Th e causal questions about the macro social properties are concerned with 
their origin, persistence, and change. Th ese explanations are tracking counterfac-
tual dependencies between events. How would have the outcome been diff erent if 
some of the causes had been diff erent in some specifi ed manner? What kind of dif-
ference would an intervention on some antecedent facts make? Th e  explanantia  in 
these causal explanations are always antecedent events. 

 Th is is the context in which confusion between constitution and causation can 
create trouble. If we are considering simple causal statements about causal depen-
dence, individualists tend to make the claim that the causes have to be at the micro 
level. However, nothing in the notion of causation implies that the real causal work 
is always to be found at the micro level. Of course, the notion of constitution implies 
that every time we have a cause at a macro level, we also have micro level facts that 
constitute it. If we stick to the counterfactual criterion of explanatory selection, as I 
think we should, there is no a priori reason to privilege micro-level causes (Wood-
ward   2003 ,  2008  ). It is suffi  cient that there is an appropriate counterfactual depen-
dence between the macro variable and the  explanandum . Of course, in many cases 
the justifi cation of a claim about this causal dependence might require some knowl-
edge of the underlying mechanisms. However, this observation about the justifi ca-
tion of a causal claim should not be confused with the claim itself. Similarly, 
although adding mechanistic details to the explanation will involve references to 
micro-level processes, this does not imply that the macro facts will lose their ex-
planatory relevance. Th ey will still be possible diff erence-makers and legitimate ex-
planatory factors. In other words, although the information about the relevant 
mechanistic details improves the explanation signifi cantly, it does not remove the 
causal relevance of the initial invariance involving macro-level facts. 

 In the counterfactual account of causal relevance, the location of explanatory 
relevance at the micro or macro level is a contingent matter that depends on the 
 explananda  that one is addressing. Th ere is no reason to assume that the most in-
variant counterfactual dependence (with respect to the contrastively specifi ed 
 explanandum ) will always be found at the micro level. Similarly, one has to give up 
the oft en presented suggestion that levels of explanation should match so that 
macro would always explain macro and micro would always explain micro. Th e is-
sues of explanatory relevance (how the explanatory factors are selected, at which 
level of abstraction they are described, etc.) are always determined by the facts of 
the case and the details of the intended  explanandum , not by generic philosophical 
arguments.   
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   2.4.1.      Th e Proper Role of Microfoundations   

 Is the above argument about the legitimacy of macro-level causal facts compatible 
with the mechanistic call for microfoundations? I want to argue that it is fully com-
patible with the core ideas of mechanism-based thinking. Contrary to the common 
assumption, the point of mechanistic microfoundations is not that we have more 
real causes at the micro level, but to have a better grasp of the explanatory depen-
dence underlying the causal relation involving macro variables. Consequently, the 
advocates of mechanism-based explanations should not call into question the re-
ality of macro-level causal relations. Instead, they should emphasize the importance 
of microfoundations for understanding these dependencies. Th ere are a number of 
reasons why microfoundations are important. 

 First, all causal relations involving macro properties are mechanism-mediated 
causal relations. Understanding how the dependence involving macro variables is 
constituted helps to understand why that particular dependence holds (Ylikoski 
  2011  ). It also integrates the piece of causal information contained in the macro-level 
generalization to other pieces of explanatory knowledge (Ylikoski and Kuorikoski 
  2010  ). Th is is certainly a form of explanatory understanding that we should be in-
terested in if we take the notion of explanatory social science seriously. 

 However, the utility of this information is not limited to the expanded theoret-
ical understanding. It also oft en tells about the conditions under which the causal 
dependence in question will hold. Th ere are three dimensions to this knowledge. 
First, there is knowledge about the range of values of the  explanandum  variable that 
are possible without the dependence breaking apart. Second, there is knowledge 
about the sensitivity of the dependence to changes in background conditions. Fi-
nally, there is possible knowledge about alternative interventions that could bring 
about similar eff ects. Without knowledge of these issues, the explanatory use of the 
macro-level explanatory generalization can be very risky business. It is very diffi  cult 
to extrapolate to other cases without understanding the background mechanisms 
(Ylikoski   2011  ; see also Cartwright, this volume, Kincaid, this volume). 

 Apart from an expanded understanding and the security of an explanatory 
claim, the insight into the underlying mechanisms might also help to improve the 
explanatory generalization. With the help of a mechanistic understanding, one 
might be able to make the  explanandum  more precise or to reformulate the explan-
atory generalization in such a manner that it allows a broader range of values of the 
 explanandum  variables or background conditions (Ylikoski   2011  ). 

 Th ese considerations justify the presumption that microfoundations are impor-
tant for proper explanatory understanding. However, they do not demolish the ex-
planatory relevance of macro facts. On the contrary, they put them in the right 
context as the mechanisms bridge the large-scale micro facts to causal interactions 
between persons and to their decision-making processes. I think this is the point 
James Coleman (  1990  ) attempted to make with his oft en misunderstood graph.    

 Following Hedström and Swedberg (1998, 23), I refer to the arrows in  fi gure  2.1   
as situational mechanisms (arrow 1), action-formation mechanisms (arrow 2), and 
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transformational mechanisms (arrow 3). Th e situational mechanisms describe how 
social structures constrain individuals’ actions and cultural environments shape 
their desires and beliefs, the action-formation mechanisms describe how individ-
uals choose their preferred courses of action among the feasible alternatives, and 
the transformational mechanisms describe how individual actions produce various 
intended and unintended social outcomes. 

 Coleman was critical of nonmechanistic explanations that remain at the level of 
macro regularities. However, there is no reason to assume that he was denying the 
causal relevance of macro social facts. Rather, his point was to make it clear that 
proper sociological understanding requires that we understand both the mecha-
nisms by which large-scale social facts infl uence the local decision-making pro-
cesses of individual agents (the situational mechanisms) and the mechanisms by 
which individual actions create and infl uence macro social facts (the transforma-
tional mechanisms). He was calling for mechanisms that bridge the levels, not just 
descriptions that somehow reduce the macro facts to individual level facts. Only 
when we understand the relevant mechanisms, do we have a satisfactory theoretical 
grasp of the social phenomena in question. 

 Coleman’s criticism of Weber’s (partial) explanation of the emergence of mod-
ern capitalism in Western Europe illuminates these points. Weber started with an 
idea that was commonplace in late nineteenth-century Germany: Th ere is a close 
connection between Protestantism, entrepreneurism, and the rise of capitalism. To 
substantiate this vague explanatory suggestion, Weber asked what changes the 
emergence of Protestantism brought about in the beliefs, desires, and communal 
practices of individual agents. Th is question has both causal and constitutive di-
mensions that are not clear in Coleman’s analysis. However, Coleman’s focus is on 
Weber’s second causal question: How did these changed life practices of individuals 
infl uence economic activities and institutions and how did these changes in turn 
facilitate the formation of modern capitalism? Coleman’s central point was that 
Weber was not clear enough about this last passage of the causal chain. He was not 
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able to give a suffi  ciently clear account of the transformative mechanisms that con-
nected the Protestant ethic to the rise of modern capitalism. In other words, Weber 
was not able to show how the changes at the micro level (the life practices of Protes-
tants) bought about a major macro-level outcome (the early forms of modern capi-
talism). As the crucial mechanism is lacking, so is the legitimacy of Weber’s causal 
claim about history. 

 Here it is important to see the diff erence between the justifi catory and explana-
tory roles of mechanisms. Coleman’s analysis shows why it is legitimate to challenge 
Weber’s causal claim. Knowledge of the causal mechanisms have an important role 
in the justifi cation of historical causal claims, so pointing to the missing details of 
the causal chain constitutes a challenge to the legitimacy of the causal claim. How-
ever, this criticism of a singular causal claim does not imply that Coleman generally 
considers macro-level facts to be nonexplanatory or causally impotent. He is simply 
challenging the justifi cation of this particular historical hypothesis.     

   2.5.     Intentional Fundamentalism   

 Arguments for methodological individualism oft en appeal to the special explana-
tory status of intentional explanations. I call this position intentional fundamen-
talism. According to intentional fundamentalism, the proper level of explanation in 
the social sciences is the level of the intentional action of individual agents. Th e in-
tentional fundamentalist assumes that explanations given at the level of individual 
action are especially satisfactory, fundamental, or even ultimate. In contrast to ex-
planations that refer to supra-individual social structures, properties, or mecha-
nisms, there is no need to provide microfoundations for intentional explanations. 
Th ey provide rock-bottom explanations. In other words, according to intentional 
fundamentalism, the intentional explanations of individual actions are  privileged  
explanations. 

 Although intentional fundamentalism can take various forms, it is oft en related 
to rational choice theory. French social theorist Raymond Boudon (  1998  , 177) ex-
presses the idea clearly: “When a sociological phenomenon is made the outcome of 
individual reasons, one does not need to ask further questions.” Th e idea is that in 
the case of supra-individual explanations there is always a black box that has to be 
opened before the explanation is acceptable, but in the case of intentional explana-
tion there is no such a problem: “Th e explanation is fi nal” (Boudon   1998  , 172). Diego 
Gambetta appeals to same sort of fi nality (1998, 104): “Not only will a rational choice 
explanation be parsimonious and generalizable; it will also be the end of the story.”   2    

 My claim in this section is that intentional fundamentalism is not compatible 
with the causal mechanistic account of explanation. As intentional fundamentalism 
is oft en advocated by rational choice theorists and as many believe that rational 
choice explanations are the best examples of mechanical explanations in the social 
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sciences, this incompatibility claim is of some interest. If my argument is valid, it 
suggests that the relation of rational choice theory and a mechanism-based philos-
ophy of science requires some rethinking. It also implies that one common argu-
ment for methodological individualism is much less credible than is commonly 
assumed.   

   2.5.1.      Th e Regress Argument   
 To make sense of intentional fundamentalism, we should start with  the explanatory 
regress argument for methodological individualism . Methodological individualists 
oft en make the case that nonindividualist explanations are either explanatorily defi -
cient or not explanatory at all. At most, they allow that explanations referring to 
macro social facts are placeholders for proper (individualistic) explanatory factors. 
In this view, the explanatory contribution of supra-individual explanations is at best 
derived: Th ey are explanatory because they are (in principle) backed up by a truly 
explanatory story. Th is is the regress of explanations argument: Unless grounded at 
the lower level, explanations at the macro level are not acceptable. Th e underlying 
general principle is the following: 

 [P] A genuine explanation requires that the  explanans  is itself explained or is 
self-explanatory. 

   In short, the explanatory buck has to stop somewhere. 
 Th e principle [P] is general, and it raises the possibility of an explanatory regress 

that is only halted at a fundamental (physical) level. Th is would be highly unintuitive, 
so for the intentional fundamentalist the buck stops at the level of (self-interested) 
rational intentional action. Th is level is treated as inherently understandable, as 
shown in the above quotations from Boudon. Th e inherent intelligibility of inten-
tional action explains why the search for microfoundations should stop at the level of 
the individual. Th e special status of intentional explanation also makes the explana-
tory regress argument safe for the methodological individualist: He can use the argu-
ment’s full force against anti-individualists who cannot make a similar claim about a 
privileged status, and it does not challenge the legitimacy of his favored explanatory 
factors. 

 Th e fundamentalist argument for individualism fails for a number of reasons. 
Th e fi rst reason is that the principle [P] is not valid. Th e explanatory relation 
between the  explanans  and the  explanandum  is independent from the question of 
whether the  explanans  is itself explained. An explanation of X in terms of Y presup-
poses that Y is the case, but it does not presuppose that Y is itself explained. Of 
course, it would be great also to have an explanation for Y, but this is a separate issue 
from the legitimacy of the explanatory relationship between Y and X. Th e distinct-
ness of these issues implies that the regress does not begin. 

 Why whould anyone believe in [P]? One plausible suggestion is the following: 
Th e belief in [P] arises from a straightforward confusion between justifi cation-seeking 
and explanation-seeking why-questions. It makes sense to ask how well justifi ed are 
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those things that one appeals to in justifi cation of one’s beliefs. It also makes sense to 
ask whether one is justifi ed in believing the things that one appeals to in one’s expla-
nation. However, justifying one’s belief in Y is not the same as explaining why Y is the 
case.    

   2.5.2.      Intentional Explanations without a Special Status   
 Another reason for the failure of the regress argument is that intentional explana-
tions lack the special properties assumed by the argument. If one accepts the mech-
anistic account of explanation, as many advocates of rational choice sociology do, 
such a special status does not make any sense. Th e assumption that human deliber-
ation is a black box that should not be opened is more in line with nineteenth- 
century hermeneutic romanticism than with causally oriented social science. Of 
course, the chain of mechanistic explanations will end somewhere (if there is such 
a thing as a fundamental level), but that stopping point is not the level of individual 
rational action. 

 A mechanistic explanation appeals to micro-level processes, but nothing in the 
notion of mechanistic explanation implies that these micro things would always be 
facts about the intentional actions of individuals. Mechanisms that cite supra-indi-
vidual entities or properties are certainly possible (Mayntz   2004  ). For example, var-
ious fi ltering mechanisms that are analogical to natural selection are diffi  cult to 
understand other than as population-wide processes, and when the units that are 
selected are organizations (for example, fi rms), it is natural to conceive the mecha-
nism as supra-individual. Similarly, the crucial parts of the explanatory mechanism 
could well be located below the level of intentional psychology. For example, var-
ious facts about human information processing—for example, implicit biases (see 
Kelly and Mallon, this volume)—could well be relevant for explanatory under-
standing of intentional action. Th ere is no valid reason to give up mechanistic 
thinking in the case of intentional action. 

 Another reason to challenge intentional fundamentalism is the implicit realism 
of mechanistic thinking. For mechanists, explanation is factive. It is not enough that 
the explanation saves the phenomenon: It should also represent the essential fea-
tures of the actual causal structure that produces the observed phenomena. So, if the 
explanation refers to the goals, preferences, or beliefs of agents, the agents should 
indeed have those mental states. Mere as-if storytelling does not suffi  ce for a mech-
anistic explanation as it does not capture the relevant parts of the causal process. 
Th is realist attitude goes against the instrumentalist attitude common among many 
rational choice theorists. Th e fact that one can rationalize any behavior does not 
imply that those rationalizations are also the correct causal explanations for those 
behaviors. Similarly, the human fl uency in coming up with intentional accounts for 
our behavior is not a reason for regarding them as superior explanations. 

 It is important to understand the limited nature of my argument. I am not de-
nying that intentional explanations are, and will be, an indispensable part of the 
social scientifi c explanatory repertoire. For me, intentional explanations are 
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legitimate causal explanations. Furthermore, the intentional attitudes of individuals 
play an important role in most mechanism-based explanations of social phenomena. 
Th e only thing I am challenging is the supposed special explanatory status of inten-
tional or rational accounts of human action. In the mechanistic account of explana-
tion, the importance of certain sorts of explanatory factors is not a basis for their 
privileged status. 

 Neither should my rejection of intentional fundamentalism be regarded as a 
wholesale attack on the use of rational choice theory. For many social scientifi c 
purposes, a rather simple version of intentional psychology is both preferable and 
suffi  cient. For example, when one is attempting to make sense of social complexity, 
it is understandable that social scientists attempt to keep the psychological assump-
tions of their models very simple. Such idealizations are fully legitimate if they do 
not lead to a gross misrepresentation of the causal mechanism under consideration. 
However, the practical necessity of these idealizations does not constitute a justifi -
cation for accepting intentional fundamentalism. 

 Furthermore, my argument should not be regarded as an argument against the 
claim that there should exist a division of labor between the social sciences and the 
sciences of cognition. However, it follows from the fl exibility of mechanistic levels 
that the boundaries of this division of labor are adjustable and not fi xed. It is in-
herent in the idea of mechanistic explanation that all the gaps between levels of 
analysis are ultimately to be bridged by mechanistic interfi eld theories. So the chal-
lenge for the social sciences is not to defi ne their objects of study in such a way that 
they are in no way touched by psychological sciences, but to look at ways in which 
social and cognitive mechanisms can be meaningfully combined. Th is is not as easy 
as it sounds, as recent attempts to combine neuroscience and economics show 
(Kuorikoski and Ylikoski   2010  ).     

   2.6.     Conclusions   

 In this chapter, I have attempted to show what consequences the mechanism-based 
account of explanation would have on issues traditionally discussed under the title 
of methodological individualism. Borrowing some ideas developed by philosophers 
who have studied the mechanistic explanation in the biological sciences, I have 
argued that we should give up the notion of a unique, privileged, and comprehen-
sive individual level that has been a presupposition of the individualism debates. In 
addition, I have argued that rather than employing metaphors borrowed from the 
philosophy of mind for micro-macro relations, we should pay closer attention to 
how real macro social facts fi gure in social scientifi c theories and explanations. 
Th ere the micro-macro issue is more an issue of bridging large-scale social facts to 
small-scale social interactions rather than that of fi nding a way to see relations 
between autonomous levels of reality.      
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  NOTES    

       1.     Th ere are some exceptions. For example, Wendt (  1998  ) distinguishes between 
causation and constitution. However, his discussion of constitution is very confused. His 
notion of constitution covers not only the constitution of causal capacities, but also causal 
preconditions, defi nitions, and other conceptual relations. Th e standard philosophy of 
science notion that I am using is limited only to the constitution of causal capacities.   

     2.     Th e key issue here is not whether these authors would ultimately subscribe to 
intentional fundamentalism. I am only claiming that in these passages they argue as if 
intentional fundamentalism is correct.         
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          c hapter 3 

MECHANISMS, CAUSAL 
MODELING, AND 

THE LIMITATIONS OF 
TRADITIONAL MULTIPLE 

REGRESSION   

  Harold Kincaid  

     My target in this chapter are three things: the idea that the social sciences need 
mechanisms, a standard way multiple regression is used in the social sciences to 
infer causality, and the usefulness of the directed acyclic graph (DAG) approaches 
(Sprites, Glymour, and Scheines,   2001  ; Pearl   2000  ) in understanding social cau-
sality. Philosophers of science as well as social scientists have oft en claimed that the 
social, behavioral, and biomedical sciences need mechanisms (Elster   1983  ; Hed-
ström and Swedberg   1998  ). However, this claim is oft en muddled. Th e idea of a 
mechanism is oft en unexplained or used in diff erent senses. Th e reason mecha-
nisms given for why we need mechanism are various, oft en left  inexplicit, and not 
related to the sense of mechanism at play. In this chapter I use work on causal mod-
eling with directed acyclic graphs to show some circumstances where mechanisms 
are needed and not needed and to give clear reasons why that is the case. In the 
process I show how standard regression practices in the social sciences can go 
wrong and how they can be improved. I also point to some limitations of the DAG 
program in identifying mechanisms in the social sciences. My examples come from 
development economics.    
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   3.1.     A Standard Practice and a Common 
Demand   

 Here is a standard practice in social research:   1    An investigator is interested in some 
outcome variable  Y . Data sets are collected or existing data sets identifi ed which 
have measurements of  Y  and other variables X  1   . . .   X n   that might be associated with 
 Y . Th e X  1   . . .   X n   variables are called the independent variables and described as the 
determinants of  Y  or as the factors associated with  Y . Actual claims to causation are 
studiously avoided as results are reported. Multiple regressions are run on the data 
set, producing estimates of the coeffi  cient sizes on the independent variables and 
providing statistical signifi cance levels of those variables. Th e signifi cance tests are 
then used as indicators of whether each independent variable is truly a determinant 
or factor in outcome  Y . Sometimes variables are kept in the regression only if they 
are signifi cant and the coeffi  cients on the variables that remain are then re-estimated. 
Th e regression coeffi  cients are taken to be a measure of the size of the factor or deter-
minant. Proper caution is exercised in reporting the results by noting that correla-
tion is not causation. However, in the closing section where the importance of the 
results are discussed, policy implications are noted, throwing caution to the wind for 
causal conclusions about what would happen if we could intervene. 

 Th is practice is widespread across the social sciences. A particularly vibrant 
example that I will return to later in the chapter is work in economics and develop-
ment studies on growth using cross-country regressions. I have in mind, for ex-
ample, Robert Barro’s  Th e Determinants of Economic Growth  (1998). Data are 
collected on most countries in the world. Each country is treated as an individual 
data point. GDP per capita or some related variable is treated as the outcome vari-
able. Th e independent variables are observations on each country concerning eco-
nomic and noneconomic determinants. A regression equation of the following 
form is estimated:  

gdp investment open markets  other variables= + + 57

   Th e 57 other variables do not refer to Heinz, the American brand of ketchup. Rather, 
the total number of initial independent variables in this country regression work is 
generally actually 59. Some of those 59 are motivated by economic theory as invest-
ment level obviously is. However, probably the majority are variables that someone 
thought might somehow be relevant and variables for which we have data. So, for 
example, religion is always included. 

 Signifi cance levels are reported, variables dropped, and regressions rerun, pro-
ducing papers with titles such as “I Just Ran 2 Million Regressions” (Sala-i-Martin 
  1997  ).   2    Diff erent studies end up with diff erent sets of variables in the fi nal regres-
sion. In Barro’s work the fi nal set includes common economic variables and institu-
tional variables that fi t with the Washington Consensus of the 1990s that emphasized 
open markets, minimal sized states, and protection of property rights among other 
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things. Interestingly, the regressions run by Sala-i-Martin and by Hoover and Perez 
(  2004  ) fi nd the education variable to be nonsignifi cant. Policy recommendations 
are drawn based on the fi nal surviving regression. 

 Cross-country growth regressions are not an outlier in social science research. 
Th e same kinds of practices are repeated again and again in the social sciences as 
well as in such fi elds as epidemiology and public health. For example, a major con-
cern across economics and sociology is the determinants of inequality and the 
distribution of wealth and income across individuals. A great many studies have 
been published reporting regressions results using the same recipe as found in the 
cross-country regressions (Bowles, Gintis, and Groves   2005   is a typical example). 
Standard analytic epidemiological studies of disease outcomes paired with a fi nal 
set of covariates or risk factors and their associated coeffi  cients do something sim-
ilar, though epidemiologists are more wary of extensive stepwise regression (Kin-
caid   2011a  ). 

 Th ese standard uses of regressions to infer causes is one my concerns in this 
chapter.   3    Another is the demand made by both social scientists and philosophers 
that good social research must produce mechanisms. Th is idea predates the current 
interest in mechanisms by philosophers of science (Machamer, Darden, and Craver 
  2000  ). Elster, in  Explaining Technological Change  (1983), argued that we need mech-
anisms in terms of individual behavior to identify spurious correlations in the social 
sciences. All the authors in Hedström and Swedberg’s  Social Mechanisms  argue that 
mechanisms should be central to social theory. 

 I am suspicious of any blanket claim about mechanisms in the social sciences 
for two reasons. First, I am suspicious of broad methodological pronouncements in 
science in general. In practice methodological rules require domain and context 
specifi c knowledge for their interpretation and application (Day and Kincaid   1994  ; 
Kincaid   2011b  ). Simplicity, for example, has a role in science, but the work that it 
does oft en comes from domain-specifi c instantiations that embody substantial em-
pirical claims (Sober   1989  ). I would expect the same for claims about mechanisms 
in the social sciences. A second reason for skepticism about the demand for mech-
anism results from the fact that the claim can be given several diff erent readings and 
motivations that are logically independent and need not stand or fall together. A 
framework for thinking about those diff erences would help clarify the issues, and I 
turn now to sketch out the logical space of claims. 

 A fi rst question is what we want mechanisms for. As I argued some time ago 
(1996, 1997), we might want a mechanism for  explanatory  purposes or for providing 
 evidence . Th ese need not be the same. I may have a well-confi rmed association or 
even a causal claim, but think it is not suffi  ciently deep enough to explain in some 
sense—that to explain I need to know how the relation obtains. On the other hand, 
I might want mechanisms because I doubt an association is real in the fi rst place and 
believe that providing a mechanism would lend it further credibility. So explaining 
and confi rming with mechanisms can come apart. 

 Th ough I will not emphasize it much below, the confi rmation versus explana-
tion dichotomy does not exhaust the things we might want to do with mechanisms. 
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If we move to a more dynamic situation where the generation of research questions 
and hypotheses is our interest, then mechanisms might play a role there that goes 
beyond confi rmation or explanation. Clearly these sorts of uses are at work in the 
descriptive accounts of mechanisms in scientifi c practice from philosophers of sci-
ence (Bechtel and Richardson   2010  ). 

 We can also use mechanisms to confi rm two diff erent types of causal claims: 
assertions that a causal relation  exists  versus assertions about the  size  of the relation-
ship. It is one thing to know that C causes E, another to know how changes in the 
various values of C result in diff ering values of E. Mechanisms might be valuable for 
determining eff ect size but not eff ect or vice versa. So having a mechanism might 
increase my evidence that changes in the interest rate cause changes in employment 
or it may be needed for me to infer how much a change in interest rates increases or 
decreases employment. 

 In terms of explanation or understanding, we can likewise have distinct goals. 
Mechanisms might help us with the purely social scientifi c goal to have a  theoretical  
understanding of the social phenomena. Achieving that goal does not necessarily 
mean we know how to  intervene  successfully to change outcomes; mechanisms 
might be more important in the latter case than in the former. A randomized clin-
ical trial might show us that treatment C causes E without knowing the mechanism. 
But if we want to intervene, we might want to know the process whereby C causes 
E, for it is possible our intervention might bring about C and at the same time block 
the process producing the eff ect. 

 Another important diff erence in thinking about mechanism turns on 
whether we want  horizontal  or  vertical  mechanisms (see  fi gure  3.1  ). Asking for 
horizontal mechanisms is asking for the steps that led from C to E—the inter-
vening causes that makes for a continuous process. I label these horizontal 
because they are mechanisms at the same level as what the mechanisms relate. 
Th e case represented in the fi gure is the simplest case. In more complex cases M 
has itself other causal relations at the same level. I will call these more complex 
causal relations  causal structures . Horizontal mechanisms are then either simply 
intervening variables or intervening variables plus causes they interact with over 
and above C and E.    
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  Figure 3.1     Horizontal versus vertical mechanisms   


