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1
Introduction

Karen Brøcker, Anna Drożdżowicz, and Samuel Schindler

In recent years there has been an increased interest in the evidential status and use
of linguistic intuitions in both linguistics and philosophy. This volume offers the
most recent cutting-edge contributions from linguists and philosophers who work
on this topic. In this introductory chapter we present the two main questions that
have been at the core of these debates and that will be systematically covered in
this volume; then we provide a synopsis of the forthcoming chapters.

Modern linguists, particularly in the Chomskyan tradition, regularly use native
speakers’ intuitive judgments about sentences as evidence for or against their
linguistic theories. These judgments are typically about morphosyntactic, seman-
tic, pragmatic, or phonetic aspects of sentences. In particular, judgments of
morphosyntactic well-formedness are often called acceptability judgments in the
literature. It is common practice for linguists to informally use their own or their
colleagues’ intuitions as evidence for theories about grammar.

This practice of relying on linguistic intuitions as evidence—and, in particular,
the practice of relying on linguists’ intuitions as evidence—raises two questions.
(1) What is the justification of using linguistic intuitions as evidence? We can call
this the justification question. (2) Are formal methods of gathering intuitions
epistemically and methodologically superior to informal ones? We can call this
the methodology question. The present volume brings together philosophers and
linguists from these two strands of the debate in order to shed light on the two
questions. The more specific questions discussed in this volume are: What is the
etiology of linguistic intuitions? In other words what are linguistic intuitions caused
by, speakers’ linguistic competence or speakers’ linguistic experience? How big is the
risk of bias and distortion when linguists use their own intuitions as evidence? Can
the evidential value of linguistic intuitions be improved by systematically studying
the intuitions of non-linguists? Or are there good reasons for preferring the judg-
ments of expert linguists? Is the gradience of acceptability judgments indicative of
gradient grammar, or rather of performance factors? Do theoretical reflections
improve or worsen the quality of one’s intuitions?

In what follows, we give a brief introduction to the justification question and
the methodology question. We also summarize the individual chapters that make
up the two parts of this volume. Let us start with the justification question.
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For linguistic intuitions to be usable as evidence in the construction of theories
of grammar, it must be the case that such intuitions are actually informative about
the grammar of the speaker’s language. But why should we think that to be the
case? On the face of it, using intuitions as evidence seems highly unscientific.
Physicists, for example, don’t use their intuitions when they figure out the laws
underlying the behavior of a physical system. On the contrary, they often go
against them. Likewise, doctors don’t just rely on their intuitions when trying to
determine the disease that matches a patient’s symptoms, but instead use medical
tests. And engineers don’t build a bridge on the basis of their intuitions that it
might hold up. We certainly would not be inclined to trust the intuitions of lay
subjects when doing these things. Why should we then think that linguistics is
somehow privileged when it comes to the use of intuitions as evidence?

A widely discussed account of why linguistic intuitions can provide evidence
comes from the Chomskyan tradition, according to which linguistics is a branch
of cognitive psychology (Smith and Allott 2016, ch. 3). On this view, the objects of
linguistic study are the aspects of the mind or brain that are responsible for our
language abilities. Linguistic intuitions can provide evidence about the computa-
tional operations of these mind–brain mechanisms because—and to the extent
that—their etiology involves those mechanisms. Importantly, these mechanisms
typically do not exhaust the etiology of linguistic intuitions. Other mental systems
are also involved in their production (Maynes and Gross 2013). A classic example
is that of intuitions that sentences with center embeddings are unacceptable. Such
intuitions are widely considered to reflect memory constraints on parsing.

Recently the justification question has been brought to the fore by the philoso-
pher Michael Devitt in several publications (see e.g. Devitt 2006b, 2006c, 2010a,
2010b, 2013b). He attributes to generative linguists a view according to which
linguistic intuitions are what he calls the Voice of Competence (VoC): the
informational content of the intuition is supplied by the speaker’s linguistic
competence. According to Devitt, this view is epistemologically highly immodest
in the cognitive mechanisms it postulates. Devitt himself argues for a view on
which linguistic intuitions are every-day judgments about sentences—judgments
with no special etiology, made according to the speaker’s (folk) theoretical concept
or theories about “grammaticality.” Critics have argued that this view accounts for
the wrong kind of linguistic intuitions, as it entails that experts with more relevant
experience and better concepts than the ordinary speaker will, overall, make better
intuitive judgments than lay subjects. There is evidence that this is not the case
(Gross and Culberston 2009).

The attribution of the VoC view to generative linguists has also been heavily
criticized, and several philosophers of linguistics have suggested alternative,
competence-based views. On these views, competence plays a central role by
supplying some special input for linguistic intuitions without directly supplying
the informational content of intuitions. On Textor’s (2009) account, the
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competence provides linguistic “seemings,”meaning that sentences simply “present
themselves” as well formed or not to the speaker. On Rey’s (2014b; forthcoming-b;
this collection) account, the speaker’s linguistic competence provides structural
descriptions of sentences that then form the basis for intuitive judgments. On the
accounts by Maynes and Gross (2013), Gross (this volume), and Dro:zd:zowicz
(2018), the speaker’s linguistic competence provides error signals or some other
output from a monitoring mechanism and these then become, one way or another,
the basis for linguistic intuitions. In reply, Devitt has criticized several of these
accounts, either for lacking detail about how the special input from competence is
transformed into the informational content of linguistic intuitions or for essentially
reducing to his own position, according to which linguistic intuitions are “central
processor” judgments (Devitt 2013b).

These accounts of how linguistic intuitions are generated also offer different
answers to the justification question. On the account that Devitt argues for, we are
justified in using linguistic intuitions as evidence to the degree that the person
making them has a good amount of experience with his or her language and a
good (folk) linguistic theory to apply when making his or her judgment. On both
VoC and Devitt’s critics’ views, we are justified in using linguistic intuitions as
evidence because of the causal role that the speaker’s linguistic competence plays
in the etiology of linguistic intuitions. The justification question may be
approached in other ways than by appealing to the etiology of linguistic intuitions,
however. Alternative options include calibrating linguistic intuitions with other
sources of data (known or suspected to be justified themselves) and appealing to
the fruitfulness of relying on linguistic intuitions as evidence. A critical discussion
of these options can be found in Santana’s chapter (this volume).

In this volume, the following chapters address the justification question. Steven
Gross starts by summarizing the VoC view as characterized by Devitt as well as
Devitt’s own preferred account of the etiology of linguistic intuitions. He then
argues that these two accounts do not exhaust the possibilities for the etiology of
linguistic intuitions. He presents an alternative view, according to which linguistic
intuitions are based on error signals that are produced by monitoring mechanisms
that are constrained by the speaker’s mental grammar. It is due to this feature,
according to Gross, that linguistic intuitions provide relatively reliable evidence
about speakers’ languages. In support of this view, Gross reviews the literature on
error signals and monitoring mechanisms. He notes that error signals could
plausibly explain some features often associated with linguistic intuitions such
as their negative valence, their motivational force, and their gradedness. This
account is meant to work most straightforwardly for judgments of unacceptability,
but Gross examines some ways in which it might be extended to judgments of
acceptability and other types of linguistic intuitions as well. He argues that, if
correct, this account might support a view on which linguistic intuitions are the
VoC, depending on what exactly the content of error signals turns out to be.
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Another defense of a version of the VoC view can be found in the chapter by
Georges Rey. On his view, linguistic intuitions provide special evidence of the
speaker’s linguistic competence because they have a special etiology. Rey’s account
of the etiology of linguistic intuitions is closely tied to linguistic parsing.
A linguistic intuition is based on a structural description of the sentence that is
provided by the speaker’s parser, which, in turn, is constrained by the speaker’s
mental grammar. Linguistic intuitions can provide reliable evidence about the
speaker’s language, because the speaker’s linguistic competence is involved in their
production. On Rey’s version of VoC, the subject gives a report about how the
sentence sounded to him or her on the basis of a structural description provided
by the parser. The structural descriptions are non-conceptual, which explains why
ordinary speakers have no conscious awareness of interpreting structural descrip-
tions. Furthermore, Rey presents some empirical evidence that he takes to count
in favor of his account that linguistic intuitions are based on structural
descriptions.

Michael Devitt’s chapter is a reply to the previous two, by Gross and Rey. Devitt
first summarizes the VoC view as he has characterized it and his own preferred
account, the modest explanation. On VoC, speakers’ linguistic competence sup-
plies the informational content of linguistic intuitions. On the modest explan-
ation, linguistic intuitions are, like any other intuitive judgments a person
may make, immediate and unreflective reactions formed in a central processing
system. Devitt then responds to Rey’s defense of a version of VoC (chapter 3).
According to Devitt, Rey’s evidence shows that parsing involves structural
descriptions, not that linguistic intuitions also involve them. Devitt also questions
whether structural descriptions could provide the informational content of lin-
guistic intuitions. He considers the possibility that the version of the VoC view
that Rey argues for does not require that structural descriptions provide the
informational content of linguistic intuitions, in which case, he argues, Rey’s
view would not be a version of VoC. Devitt also responds to the account presented
by Gross (chapter 2), in particular to the claim that it could provide a defense
of VoC. He questions the idea that the parser will output a state with content
that explicitly evaluates the string in question, which is what is needed if the
competence is to provide the informational content of intuitions. According to
Devitt, neither Rey nor Gross present enough evidence to support VoC. He claims
that both accounts rely on novel assumptions about the mind that the modest
explanation does not require and that, for reasons of simplicity, we should prefer
the latter.

The previous chapters are all part of the debate over the VoC view and
alternative ways in which to justify the evidential use of linguistic intuitions.
The chapter by Brøcker focuses on another question that has been central to the
debate surrounding the VoC view: whether or not it is the received view among
generative linguists. As mentioned, Devitt characterizes VoC as the view that
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linguistic intuitions are reliable evidence because the informational content of
judgments is supplied by the speaker’s linguistic competence. He attributes this
view to generative linguists; but whether generative linguists in fact subscribe to it
or not has beenmuch debated. Brøcker presents data from a questionnaire study that
suggest that this is not the case. According to her findings, generative linguists do
subscribe to a competence-based view, but one that does not entail that the infor-
mational content of linguistic intuitions is provided by the speakers’ competence.
With this question answered, the debate on the justification for the evidential use of
linguistic intuitions can focus on the normative issue of what view we ought to adopt.

In his chapter, John Collins develops a conception of linguistic intuitions in
order to support their evidential role in linguistics. Collins’ account covers both
syntactic intuitions, that is, intuitions that reveal the conditions for a sentence to
have an interpretation, and semantic intuitions, that is, intuitions that reveal the
constraints on what can be said with a sentence that has such a fixed interpret-
ation. He proposes that syntactic and semantic intuitions should be treated as two
aspects of the same phenomenon, in other words as intuitions about what can be
said with a sentence. According to Collins, language users do not have direct
access to linguistic facts, be they syntactic or semantic. Rather, he argues, it is the
theorist’s task to figure out what such intuitions reveal about semantics or syntax
(or both). In support of this account, Collins presents several observations about
how syntactic and semantic intuitions are typically interpreted by theorists. The
proposed view is also meant to accommodate and explain some of the puzzling
cases of linguistic intuitions, where one appears to have interpretation without
grammaticality and grammaticality without interpretation. Collins argues that, so
described, both cases are illusory and proposes that in such situations grammat-
icality is actually aligned with interpretability.

The scope of the volume goes beyond issues concerning syntactic intuitions.
The chapter by Anna Dro:zd:zowicz focuses on linguistic intuitions about meaning.
Speakers’ intuitive judgments about meaning are commonly taken to provide
important data for many debates in philosophy of language and pragmatics.
Dro:zd:zowicz discusses two strategies that aim to explain and justify the evidential
role of intuitive judgments of this sort. The first strategy is inspired by what is
called the perceptual view on intuitions, which emphasizes the experience-like
nature of intuitions. The second strategy is reliabilist in that it derives the
evidential utility of intuitions about meaning from the reliability of the psycho-
logical mechanisms that underlie their production. Dro:zd:zowicz argues that we
have strong reasons to favor the reliabilist view. In support of her claim, she
presents evidence suggesting that the reliabilist strategy fares better than the
experience-based one on three parameters: it can better capture the practice of
appealing to judgments about meaning; it can respond to recent criticisms from
experimental philosophy concerning the diversity of such judgments; and it
requires fewer epistemological commitments.
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An entirely different strategy in the debate concerning the evidential status of
linguistic intuitions is developed by Carlos Santana. In his chapter, Santana
discusses critically three approaches to justifying the evidential use of intuitions
in linguistics: the first one claims that linguistic intuitions lead to fruitful scientific
discourse, the second one that they have a close causal relationship with language,
and the third one that they are reliable. After examining the shortcomings of each
of these approaches, he argues that linguistic intuitions do not actually play any
evidential role in linguistic theories. Rather, Santana argues, they do frequently
play a non-evidential role by delimiting what belongs to the shared background
and which questions are currently debated in linguistics. On this account, when
linguists use intuitions, they appeal to shared assumptions or established theories.
As Santana argues, this conception allows for a role of intuitions in linguistics, but
encourages caution in cases of complex or unusual sentences that may result in
judgments that might not be part of the consensus among linguists.

Unlike the justification question, which has been debated predominantly
among philosophers, the methodology question has been thoroughly discussed
among generative linguists themselves. This interesting difference may be due to
several reasons. One important reason may have to do with the fact that the
methodology question is of more immediate practical interest to linguists, whereas
the justification question may seem just too far removed from their day-to-day
work. Be that as it may, linguists such as Carson Schütze and Wayne Cowart have
made significant contributions to debates concerning the methodology question,
which started in the 1990s.

Following Chomsky’s groundbreaking publication of Syntactic Structures in
1957, syntactic intuitions were standardly collected informally, from just one or a
few native speakers, in some cases from the linguist and their colleagues them-
selves. Schütze (1996) provides an early critical and comprehensive discussion of
the use of linguistic intuitions as evidence for grammatical theories. Cowart
(1997), also critical of informal methods, makes several suggestions as to how
linguists could gather syntactic intuitions more systematically and within properly
controlled experimental designs. The move away from the informal method of
data collection within syntax is often referred to as experimental syntax.

The experimentalists argue for a methodological reform. They believe that
linguistic intuitions should be collected in carefully designed studies, preferably
using large numbers of lay subjects, large samples of test items, an appropriate
study design, and statistical tests. Some proponents of experimental syntax have
also argued that grammars ought to accommodate the widely accepted gradience
of acceptability judgments and that the traditional, strict dichotomy between
grammatical and ungrammatical is mistaken (see e.g. Featherston 2007). In
response to this methodological challenge posed by experimentalists, some lin-
guists have recently argued that linguistic intuitions produced in the armchair do
in fact live up to reasonable methodological standards. Some of the most
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prominent works in this area are the studies conducted by Jon Sprouse and his
colleagues (e.g. Sprouse and Almeida 2012a; Sprouse et al. 2013), which show that
the results of formal and informal studies overwhelmingly coincide with each
other, undermining at least some of the worries concerning the traditional method
that were raised by the experimentalists.

Here is now an outline of the chapters that address the methodology question
in this volume. Frederick Newmeyer focuses on a topic that relates to both the
justification and the methodology question. His goal it to investigate good meth-
odological practices in linguistics; and he argues that corpus data can be used to
validate the evidential use of linguistic intuitions. Proponents of conversational
corpus data sometimes argue that heavy reliance on intuition data in generative
linguistics has led to wrong grammatical generalizations (Thompson and Hopper
2001). These claims are usually backed by failed attempts to replicate, with
conversational corpus data, specific results that are based on intuition data.
Newmeyer tests some of these claims and finds that, if one uses a sufficiently
large corpus, the investigated results based on intuition data are replicated with
conversational corpus data. He concludes that grammars built on linguistic
intuitions do not differ markedly from the ones built on conversational corpus
data and that, as evidence for grammars, linguistic intuitions are no less relevant
than interactional data. Newmeyer also outlines what he takes to be general
benefits and drawbacks of using corpus data.

In his chapter, Sam Featherston criticizes some syntacticians for an alleged
“dataphobia” and argues for the power of experiments to generate data of better
quality. In particular, Featherston takes issue with the idea that the traditional,
informal way of generating data in linguistics, which he calls “armchair linguis-
tics,” has been vindicated by two recent studies—namely the ones already men-
tioned, by Sprouse and Almeida (2012a) and by Sprouse, Schütze, and Almeida
(2013). These studies conclude that the judgments found respectively in one of the
leading linguistics journals and in linguistic textbooks do not substantially diverge
from the judgments made by the lay subjects. Featherston argues that armchair
judgments are in general less sensitive and more noisy than data gathered
experimentally from a large number of subjects. Featherston criticizes the two
studies for using a relative scale rather than the standard categorical scale of
grammaticality. According to him, the use of categorical scales considerably
increases error rates. Moreover, Featherston argues that the studies by Sprouse
and colleagues are not suitable for building grammars, since they compare only
pairs rather than multiple items. Finally, Featherston emphasizes that these
studies only give an indication of the false positive rate of acceptability judgments
made by professional linguists, in other words they can only show that linguists
make grammatical “distinctions” not warranted by the data. However, for
Featherston, the more important issue is that linguists do not draw enough
grammatical distinctions.
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Experimental testing of empirical syntax claims with non-linguists is the topic
of Carson Schütze’s chapter. Schütze reports three experiments where the accept-
ability judgments given by naïve subjects were probed and argues that previously
reported high convergence rates with expert or linguists’ judgments (e.g. Sprouse
et al. 2013) may be less informative than it has been assumed. According to
Schütze, the current methodology of computer-based acceptability experiments
allows naïve subjects to give ratings that do not truly reflect their acceptability
judgments. Schütze supports this claim with results from the second part of his
study, where experimenters conducted follow-up interviews in which they asked
participants about the ratings they gave to particular items; the aim was to
determine what interpretation or parse they had assigned, whether they had
missed critical words, and so on. Schütze concludes that if the experimental results
are to be informative for linguistic questions, the reasons behind subjects’
responses have to be better understood. The chapter presents an interesting
challenge to the current experimental approaches to syntax. Schütze suggests
that progress can be made in this domain by improving current experimental
designs and by systematically applying the method of structured follow-up inter-
views. He appeals here to an interesting but possibly controversial idea—namely
that language users can have some kind of conscious access to why they are
making the judgments they do. This idea can be assessed by readers themselves
by consulting this collection’s chapters on the justification question.

A defense of the current methodological practice of appealing to acceptability
judgments in linguistics comes from another key figure in recent methodological
debates. In his contribution to this volume, Jon Sprouse discusses the theoretical
underpinnings of acceptability judgments, the empirical properties of acceptabil-
ity judgments, and whether the theory and the empirical data warrant the
continued use of acceptability judgments in linguistics. Sprouse’s answer to this
question is a qualified “yes”: pending any future empirical evidence to the con-
trary, acceptability judgments are at least as good evidence as other data types in
language research. More specifically, Sprouse argues that, on the empirical front,
acceptability judgments are reliable across tasks and participants, sufficiently
sensitive, and relatively free from theoretical bias. On the theoretical front,
Sprouse argues that syntacticians have (i) a plausible theory of the source of
acceptability judgments (perception, not introspection), (ii) an “experimental
logic” for (informally) generating reliable acceptability judgments, and (iii) a set
of evaluation criteria that are similar to the evaluation criteria used for other data
types. Nevertheless, Sprouse cautions that there is no “scientific” reason to prefer
acceptability judgments over other types of data. According to him, the continued
use of acceptability judgments rather than other types of data is, therefore, mostly
a pragmatic choice.

One of the key interests in the methodological debate has been the question
whether gradience in acceptability judgments implies gradience in grammar.
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The chapter by Jana Häussler and Tom Juzek investigates expert and lay accept-
ability judgments, as well as their gradience. They report the results of experi-
ments in which they presented their lay subjects with sentences they extracted
from papers published in the established journal Linguistic Inquiry. They found
that a substantial number of sentences that were deemed ungrammatical by
linguists in their LI publications were rated acceptable (to some extent or another)
by the lay subjects. Häussler and Juzek argue that these sentences cannot be
accounted for by known “grammatical illusions.” They also rule out that their
results are artifacts caused by the experimental design they used; and they don’t
think that the gradience in acceptability was determined by performance factors.
They conclude that the assumption usually made, that grammar is categorical,
should probably be given up.

The use of intuitions as evidence is not unique to linguistics. The chapter by
Samuel Schindler and Karen Brøcker compares the debates concerning the
methods for collecting linguistic intuitions to similar debates that are going on
in philosophy about the collection of philosophical intuitions. In both fields, it has
been argued that the traditional, informal method of collecting intuitions is
unscientific and yields results that lack reliability, validity, and sensitivity. In fact
some philosophers have appealed to experimental syntax in order to motivate the
use of experimental methods in philosophy (Machery and Stich 2012). Schindler
and Brøcker critically assess claims from the experimental syntax debate that
experimental methods are superior to the traditional armchair method on all these
counts. They find that, while experimental methods work well for avoiding
theoretical bias for example, using the traditional method has its benefits as
well, for instance in reducing the risk of confounding performance factors. On
the basis of these qualifications, Schindler and Brøcker conclude that experimental
syntax cannot unconditionally serve as a model for how to collect intuitions in
philosophy. Schindler and Brøcker’s chapter should also be relevant to readers
interested in a critical evaluation of experimental syntax. It can profitably be read
together with the chapters by Featherston and in particular by Häussler and Juzek.

In sum, the chapters of this volume shed new light on whether and how
linguistic intuitions can be used in theorizing about language. Hence it is hoped
that they will help advance recent debates on the nature and methodological roles
of linguistic intuitions.
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PART I

ACCOUNTS OF LINGUISTIC
INTUITIONS
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2
Linguistic intuitions

Error signals and the Voice of Competence

Steven Gross

2.1 Introduction

A substantial portion of the evidential base of linguistics consists in linguistic
intuitions—speakers’ typically non-reflective judgments concerning features of
linguistic and language-like stimuli. These judgments may be elicited, for example,
in answer to such questions or requests as:

Is the following sentence natural and immediately comprehensible, in no way
bizarre or outlandish (cf. the gloss on “acceptability” in Chomsky 1965)?

She likes chocolate anymore.

Just going by how it sounds, /ptlosh/ is not a possible word in English, but /losh/
is. Please rate the following candidates on a scale from 1 (definitely not possible) to
5 (definitely possible):

/fant/, /zgant/, . . .

Do the bolded terms in this sentence co-refer (Gordon and Hendrick 1997)?

John’s roommates met him at the restaurant.

Which phrase are you most likely to use with a friend when leaving (Labov 1996)?

(a) goodbye (b) bye (c) bye-bye (d) see you (e) so long

Because of their evidential centrality, linguistic intuitions have been the focus of
much methodological reflection. There are well-known worries concerning both
how they are collected and how they are used: for example, linguists often use
themselves as subjects, risking confirmation bias; they may gather too few intu-
itions to enable statistical analysis; and they may rely on intuitions too much,
failing to seek converging (or disconfirming) evidence of other sorts. There are
also well-known replies to these worries. For example, intuitions are now often
gathered from a statistically well-powered number of naïve subjects in a controlled
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setting; the comparisons that such work has enabled with linguists’ own intuitions
have tended to validate the latter; and there is an ever-growing exploration of
other sources of evidence. Much more can be said on these matters. (For reviews
with further discussion and references, see e.g. Schütze 1996, 2011; Sprouse and
Schütze forthcoming.) I mention these familiar debates in order to set them aside
and to distinguish them from this chapter’s main question. All parties agree that
linguistic intuitions can be and often are a good source of evidence. Why are they?
What about their etiology enables them to be a good source of evidence?

This chapter suggests that error signals generated by monitoring mechanisms
play a role. It will not establish that this is so, but aims instead to render it a
plausible, empirically motivated hypothesis and to consider some of its philo-
sophical consequences. There exists a sizable body of psycholinguistic research on
language-related monitoring. But its potential relevance to the etiology, and thus
to the evidential status, of linguistic intuitions has not been much explored.¹

It is not intended that the proposal should extend to all linguistic intuitions.
Methodological discussions of linguistic intuitions often focus on acceptability
judgments as evidence in syntax, but judgments concerning other features—in the
examples above, pronounceability, co-reference, and likelihood of use, but not
only these—play a significant evidentiary role as well. It is far from obvious that
the same account can be given for each. Thus, after exploring the possible role of
error signals in generating some judgments of unacceptability, I suggest that
linguistic intuitions in fact do not form a natural kind with a shared etiology,
discussing in particular the role of utterance comprehension. It is also no part of
my proposal that, in those cases where error signals do play some role, there are no
other significant causal factors or sources of warrant.

The etiology of linguistic intuitions is of interest for several reasons, beyond
the intrinsic interest of better understanding any instance of the mind–brain’s
goings-on. For one, progress in this specific case contributes to our understand-
ing of intuitive judgment more generally, a topic of significance for both
psychologists and philosophers (DePaul and Ramsey 1998). For another, there
is the aforementioned question of the evidential status of linguistic intuitions.
While their ranking as good evidence may not require a deeper knowledge of
their etiology (Culbertson and Gross 2009), such knowledge can certainly clarify
and further secure it. Finally, a better understanding of linguistic intuitions’
etiology enables us to answer more fully a challenge raised by Michael Devitt
(2006b, 2006c) to mentalist conceptions of linguistics—conceptions according to
which linguistics is a branch of psychology investigating mental mechanisms
and processes implicated specifically in language acquisition and linguistic
behavior. Indeed, it is this challenge—and its bearing on broader questions in

¹ Important exceptions include Sprouse (2018) and especially Matthews (n.d.).
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the philosophy of linguistics—that motivates and frames the present study.
Accordingly, I begin by providing some background on Devitt’s views and the
discussion it has elicited.

2.2 Devitt on the “Voice of Competence”
and his modest alternative

Why can linguistic intuitions serve as evidence in linguistics? Devitt (2006b,
2006c) contrasts two answers.² According to the “Voice of Competence” view
that he rejects, linguistic intuitions are the product of a modularized language
faculty that alone delivers the relevant information, or content, to mechanisms
responsible for judgment. Judgments with such an etiology, on this view, can
provide fruitful evidence for linguistic theorizing, because they directly reflect
constraints built into mechanisms specifically implicated in language acquisition
and linguistic behavior, and thus give speakers privileged access to linguistic facts.
This is the view that Devitt ascribes to proponents of a mentalist conception of
linguistics.³

According to Devitt’s own “modest view”, while linguistic competence may give
access to the phenomena that linguistic intuitions are about, it does not supply the
content of these intuitions. Rather intuitions are arrived at via ordinary empirical
investigation, by using the mechanisms responsible for judgment more generally
(“central systems”). Linguistic intuitions, thus produced, can provide evidence for
linguistic theorizing because experienced language users, having been immersed
in language, make fairly reliable judgments about many linguistic matters, just as
those immersed in their local flora may be fairly reliable about aspects of it. Devitt
calls his view “modest” because it need not advert to any mental states or processes
beyond those to which any account of judgment is committed. Importantly,
according to Devitt, linguistic intuitions, because they are empirical judgments,
are theory-laden, as all such judgments are.

Devitt argues that his view provides a better answer to the question “Why are
linguistic intuitions a good source of evidence?” Among his main arguments is
this: not only do we lack a positive account of how a module embodying
grammatical constraints might generate intuitions suited to play the evidential

² Devitt has developed and defended his views in a large number of subsequent papers, which can be
found on his webpage. See also his reply in this volume.
³ Context makes clear that Devitt is here using the word “information” not in the information-

theoretic sense, but to indicate representational content. Henceforth I use “content,” in order to avoid
confusion. Devitt uses “modular” in the Fodorean sense (Fodor 1983). Mentalism about linguistics does
not require accepting all aspects of Fodorean modularity (see e.g. Collins 2004 for differences between
Fodor and Chomsky on linguistic competence and modularity); and there is now a variety of
conceptions of modularity on the market (e.g. Carruthers 2006). I will attempt to bracket these
matters.
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role the mentalist requires, but it is hard to see how such an account might go; we
lack so much as “the beginnings of a positive answer” (Devitt 2006b: 118).
(Indeed, linguists themselves sometimes lament our relative ignorance of aspects
of the etiology of linguistic intuitions; see Schütze 1996 and Goldrick 2011.) It is
this challenge that the present chapter aims to address. (I return below to some
other considerations that Devitt raises; still others are addressed in Maynes and
Gross 2013.)

It might illuminate why Devitt thinks that there is a problem in the first place if
one notes that he raises this challenge specifically for conceptions of linguistic
modules according to which grammatical constraints are embodied in computa-
tional operations rather than explicitly represented. If grammatical constraints
were explicitly represented, then—Devitt suggests—linguistic intuitions might be
derived within the language module in a quasi-deductive fashion. (Devitt assumes
that the relevant intuitions are judgments of grammaticality. But in current
practice judgments of grammaticality are, typically, not sources of evidence but
rather reflective judgments made by theorists to explain judgments of acceptability
and other sources of evidence; see e.g. Myers 2009; we return to this shortly.)
Devitt’s challenge is raised in reply to those who reject the explicit representation
of grammatical constraints—arguably the vast majority of researchers in the field.
It asks how else such intuitions could arise in a way that affords the speaker
privileged access to the linguistic facts; and it suggests that there may not be any
other way. (Devitt rejects the Voice of Competence view also for conceptions on
which grammatical constraints are explicitly represented—albeit he does so on
other grounds.)

But more is at stake than just the source and epistemic status of linguistic
intuitions. Devitt’s argument for his modest view is part of a larger argument
against mentalist conceptions of linguistics. Recall that, according to such con-
ceptions, linguistics is a branch of psychology that investigates mechanisms
specifically implicated in language acquisition and linguistic behavior.
According to Devitt, linguistics is not, or ought not to be, so conceived. Rather
its object is, or should be, linguistic reality: the facts about language, or about
specific languages—which exist, independently of any specific speaker, as conven-
tions among populations (as opposed to as Platonic abstracta, à la Katz 1981).
Devitt thus endorses an E-language rather than an I-language conception of what
linguistics is, or ought to be, about (Chomsky 1986b). His view of linguistic
intuitions fits into his larger argument as follows: if the Voice of Competence
view best explained why linguistic intuitions can be evidence, that would supply a
consideration in favor of the mentalist conception. But, argues Devitt, it does not
best explain it; hence it does not supply such a consideration. Answering Devitt’s
challenge thus speaks to this element of his abduction in favor of his anti-
mentalist conception of linguistics.
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2.3 Clarifying the options and locating the current proposal

In fact matters are more complicated than deciding between the Voice of
Competence view and Devitt’s modest alternative. These two views do not exhaust
the possibilities, and indeed, in previous work I have argued against both options.
Briefly reviewing those arguments will help clarify the claims of the current
chapter.

Against Devitt’s view, Culbertson and Gross (2009) argue that one doesn’t find
in linguistic intuitions the divergence this view predicts. Devitt maintains that
linguistic intuitions are theory-laden and so can diverge across speakers with
different relevant background beliefs, including different commitments concern-
ing linguistic theories. Indeed, Devitt, far from worrying about confirmation bias,
argues that linguists should prefer their own linguistic intuitions to those of native
speakers, who are naïve about linguistics; for the better (more reliable) linguistic
intuitions will be those of speakers with better theories. But we found a high
degree of consistency among subjects with very different degrees of expertise in
linguistics—subjects ranging from total non-experts to practicing syntacticians.
This suggests that linguistic intuitions—at least of the sort we elicited—may
be fairly stable across changes in relevant background beliefs and experience,
and thus are not theory-laden in a way or to a degree that matters to linguistic
inquiry. They may rather reflect their pre-judgmental etiology to a particularly
robust degree.⁴

On the other hand, Maynes and Gross (2013) argue, inter alia, against the Voice
of Competence view—or at least they reject the idea that mentalists should see
themselves as committed to it. Recall that Devitt builds into his characterization of
the view the idea that the language faculty itself outputs the content of the intuition
(henceforth the “content requirement”). But there is nothing about mentalism
that requires this. Consider the judgment that some string is unacceptable.
Mentalists need not commit themselves to the view that the language faculty itself
outputs a state with the content That string is unacceptable. It can suffice that the
parser fails to assign a structural description to the string and that the absence of a
parse can in turn play a causal role in the process that leads the speaker to judge
that the string is unacceptable.

The inclusion of the content requirement stems from Devitt’s emphasis on
speakers’ privileged access to linguistic facts. For, if the language module supplies
the content of linguistic intuitions, that might explain the source of this privilege.

⁴ Devitt (2010a) replies and Gross and Culbertson (2011) respond. “Reliable” is used here not in the
psychologist’s sense of being consistently produced in similar circumstances, but in the philosopher’s
sense of tending to be accurate (as with a reliable thermometer); this is what psychologists would call
validity. Note that, although relative expertise in linguistics did not matter in our experiment, one
group—those with no formal exposure to the mind–brain sciences at all—was an outlier. Culbertson
and Gross (2009) hypothesize a deficiency in task knowledge.

OUP CORRECTED PROOF – FINAL, 10/7/2020, SPi

  17



Recall, however, that judgments of grammaticality (as opposed, for example, to
judgments of acceptability) are not, or no longer, typical of the metalinguistic
judgments linguists rely on as evidence. Mentalists, in relying on the kinds of
linguistic intuitions they in practice do, thus need not assume that speakers have
privileged access to whether strings are grammatical. (Perhaps speakers have
defeasible privileged access regarding acceptability.) Mentalists need only main-
tain that linguists’ theorizing involves an abduction from linguistic intuitions—
and from any other available considerations—to claims about a language faculty.
Thus they might, for example, elicit acceptability judgments under a variety of
conditions and with a variety of stimuli, intending to control for alternative
explanations. This does not require that speakers have privileged access to the
ground or causal source of their judgments—in particular, privileged access to
why they judge a sentence (un)acceptable. Indeed, sentences can be unacceptable
for any number of reasons. To take a classic example, multiply center-embedded
sentences may be judged unacceptable owing to memory limitations instead of a
grammatical violation.

If linguistic intuitions are not theory-laden in the way Devitt expects, and if
mentalists may reject the content requirement, then the positions Devitt discusses
are not exhaustive. Thus, with Devitt’s alternative rejected in Culbertson and
Gross (2009), Maynes and Gross (2013) defend a mentalist conception of linguis-
tic intuitions sans the content requirement. This conception rejects as well the idea
that a mentalist conception of the evidential status of linguistic intuitions requires
that speakers possess privileged knowledge regarding grammaticality, while allow-
ing that the special role grammaticality constraints can play in the generation of
linguistic intuitions may enable those intuitions to serve as evidence for those
constraints, in a manner relatively unaffected by changes in relevant belief and
expertise.

Against this background I can clarify the aims of the present chapter. The
suggestion bruited above, that a failure to parse can cause a judgment of unaccept-
ability, is a rather bare etiological claim, even if “sufficient unto the day” in the
context of Maynes and Gross’ (2013) response to Devitt. In what follows I buttress
this reply by developing further suggestions concerning the etiology of linguistic
intuitions. In particular, I suggest that error signals generated by monitoring
mechanisms may play a role in some cases. I also suggest, more briefly, that in
other cases the intuition’s etiology may amount to little more than the etiology of
comprehension itself.

Interestingly, these further suggestions provide some grounds for entertaining a
stronger thesis than the one I previously defended. For, although mentalism per se
need not build in the content requirement, the error signal story, as we shall see,
may allow the content requirement to be satisfied, at least by some intuitions—
and similarly, in some cases, for the comprehension account. The Voice of
Competence view (or something like it, as we shall see) may thus be true after
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