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The Lipsey Lectures offer a forum for leading scholars to reflect upon
their research. Lipsey lecturers, chosen from among professional economists
approaching the height of their careers, will have recently made key contri-
butions at the frontier of any field of theoretical or applied economics. The
emphasis is on novelty, originality, and relevance to an understanding of the
modern world. It is expected, therefore, that each volume in the series will
become a core source for graduate students and an inspiration for further
research.

The lecture series is named after Richard G. Lipsey, the founding pro-
fessor of economics at the University of Essex. At Essex, Professor Lipsey
instilled a commitment to explore challenging issues in applied economics,
grounded in formal economic theory, the predictions of which were to be
subjected to rigorous testing, thereby illuminating important policy debates.
This approach remains central to economic research at Essex and an inspira-
tion for members of the Department of Economics. In recognition of Richard
Lipsey’s early vision for the Department, and in continued pursuit of its
mission of academic excellence, the Department of Economics is pleased to
organize the lecture series, with support from Oxford University Press.
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Introduction

1.1 Scope

This book deals with some formal models of reasoning used for inductive
inference, broadly understood to encompass various ways in which past
observations can be used to generate predictions about future eventualities.
The main focus of the book are two modes of reasoning and the interaction
between them. The first, more basic, is case-based,1 and it refers to prediction
by analogies, that is, by the eventualities observed in similar past cases. The
second is rule-based, referring to processes where observations are used to
learn which general rules, or theories, are more likely to hold, and should be
used for prediction. A special emphasis is put on a model that unifies these
modes of reasoning and allows the analysis of the dynamics between them.

Parts of the book might hopefully be of interest to statisticians, psychol-
ogists, philosophers, and cognitive scientists. Its main readership, however,
consists of researchers in economic theory who model the behavior of eco-
nomic agents. Some readers might wonder why economic theorists should
be interested in modes of reasoning; others might wonder why the answer to
this question isn’t obvious. We devote the next section to these motivational
issues. It might be useful first to delineate the scope of the present project
more clearly by comparing it with the emphasis put on similar questions in
fellow disciplines.

1.1.1 Statistics

The use of past observations for predicting future ones is the bread and butter
of statistics. Is this, then, a book about statistics, and what can it add to
existing knowledge in statistics?

1 The term “case-based reasoning” is due to Schank (1986) and Schank and Riesbeck (1989). As
used here, however, it refers to reasoning by similarity, dating back to Hume (1748) at the latest.



OUP CORRECTED PROOF – FINAL, 16/3/2015, SPi

Analogies and Theories

While our analysis touches upon statistical questions and methods at var-
ious points, most of the questions we deal with do not belong to statistics
as the term is usually understood. Our main interest is in situations where
statistics typically fails to provide well-established methods for generating
predictions, whether deterministic or probabilistic. We implicitly assume
that, when statistical analysis offers reliable, agreed-upon predictions, ratio-
nal economic agents will use them. However, many problems that economic
agents face involve uncertainties over which statistics is silent. For example,
statistical models typically do not attempt to predict wars or revolutions;
their success in predicting financial crises is also limited. Yet such events can-
not be ignored, as they have direct and non-negligible impact on economic
agents’ lives and decisions. At the personal level, agents might also find that
some of the weightiest decisions in their lives, involving the choice of career
paths, partners, or children, raise uncertainties that are beyond the realm of
statistics.

In light of the above, it is interesting that the two modes of reasoning
we discuss, which originated in philosophy and psychology, do have close
parallels within statistics. Case-based reasoning bears a great deal of similarity
to non-parametric methods such as kernel classification, kernel probabilities,
and nearest-neighbor methods (see Royall, 1966, Fix and Hodges, 1951–2,
Cover and Hart, 1967). Rule-based reasoning is closer in spirit to parametric
methods, selecting theories based on criteria such as maximum likelihood as
well as information criteria (such as the Akaike Information Criterion, Akaike,
1974) and using them for generating predictions. Case-based reasoning and
kernel methods are more likely to be used when one doesn’t have a clear
idea about the underlying structure of the data generating process; rule-
based reasoning and likelihood-based methods are better equipped to deal
with situations where the general structure of the process is known. Viewed
thus, one may consider this book as dealing with (i) generalizations of non-
parametric and parametric statistical models to deal with abstract problems
where numerical data do not lend themselves to rigorous statistical analysis;
and (ii) ways to combine these modes of reasoning.

It is important to emphasize that our interest is in modeling the way people
think, or should think. Methods that were developed in statistics or machine
learning that may prove very successful in certain problems are of interest
to us only to the extent that they can also be viewed as models of human
reasoning, and especially of reasoning in the type of less structured problems
mentioned above.

1.1.2 Psychology

If this book attempts to model human reasoning, isn’t it squarely within
the realm of psychology? The answer is negative for several reasons. First,

2
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following the path-breaking contributions of Daniel Kahneman and Amos
Tversky, psychological research puts substantial emphasis on “heuristics
and biases”, that is, on judgment and decision making that are erroneous
and that clearly deviate from standards of rationality. There is great value
in identifying these biases, correcting them when possible and accepting
them when not. However, our focus is not on situations where people are
clearly mistaken, in the sense that they can be convinced that they have
been reasoning in a faulty way. Instead, we deal with two modes of rea-
soning that are not irrational by any reasonable definition of rationality:
thinking by analogies and by general theories. Not only are these modes
of reasoning old and respectable, they have appeared in statistical analy-
sis, as mentioned above. Thus, while our project is mostly descriptive in
nature, trying to describe how people think, it is not far from a normative
interpretation, as it focuses on modes of reasoning that are not clearly mis-
taken.

Another difference between our analysis and psychological research is that
we view our project not as a goal in itself, but as part of the foundations of
economics. Our main interest is not to capture a given phenomenon about
human reasoning, but to suggest ways in which economic theorists might
usefully model the reasoning of economic agents. With this goal is mind, we
seek generality at the expense of accuracy more than would a psychologist.
We are also primarily interested in mathematical results that convey
general messages. In contrast to the dominant approach in psychology,
we are not interested in accurately describing specific phenomena within
a well-defined field of knowledge. Rather, we are interested in convincing
fellow economists which paradigms should be used for understanding the
phenomena of interest.

1.1.3 Philosophy

How people think, and even more so, how people should think, are ques-
tions that often lead to philosophical analysis. More specifically, how people
should be learning from the past about the future has been viewed as a
clearly philosophical problem, to which important contributions were made
by thinkers who are considered to be primarily philosophers (such as David
Hume, Charles Peirce, and Nelson Goodman, to mention but a few). As in
other questions, whereas psychology tends to take a descriptive approach,
focusing on actual human reasoning and often on its faults and flaws, philos-
ophy puts a greater emphasis on normative questions. Given that our main
interest also has a more normative flavor than does mainstream psychologi-
cal research, it stands to reason that our questions would have close parallels
within philosophy.

3
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There are some key differences in focus between our analysis and the
philosophical approach. First, philosophers seem to be seeking a higher
degree of accuracy than we require. As economic theorists, we are trained
to seek and are used to finding value in definitions and in formal models
that are not always very accurate, and that have a vague claim to be gen-
eralizable without a specific delineation of their scope of applicability. (See
Gilboa, Postlewaite, Samuelson, and Schmeidler, 2013, where we attempt
to model one way in which economists sometimes view their theoretical
models.) Thus, while philosophers might be shaken by a paradox, as would
a scientist be shaken by an empirical refutation of a theory, we would be
more willing to accept the paradox or the counter-example as an interesting
case that should be registered, but not necessarily as a fatal blow to the
usefulness of the model. The willingness to accept models that are imperfect
should presumably pay off in the results that such models may offer. Our
analysis thus puts its main emphasis on mathematical results that seem to
be suggesting general insights.

Another distinction between our analysis and mainstream analytical phi-
losophy is that the latter seems to be focusing on rule-based reasoning almost
entirely. In fact we are not aware of any formal, mathematical models of case-
based reasoning within philosophy, perhaps because this mode of reasoning
is not considered to be fully rational. We maintain that there are problems
of interest in which one has too little information to develop theories and
select among them in an objective way. In such problems, it might be the
case that the most rational thing to do is to reason by analogies. Hence we
start off with the assumption that both rule-based and case-based reasoning
have a legitimate claim to be “rational” modes of reasoning, and seek models
that capture both, ideally simultaneously.

1.1.4 Conclusion

There are other fields in which inductive inference is studied. Artificial intel-
ligence, relying on philosophy, psychology, and computer science, offers
models of human reasoning in general and of induction in particular.
Machine learning, a field closer to statistics, also deals with the same basic
fundamental question of inductive inference. Thus, it is not surprising
that the ideas discussed in the sequel have close counterparts in statistics,
machine learning, psychology, artificial intelligence, philosophy linguistics,
and so on.

The main contribution of this work is the formal modeling of arguments
in a way that allows their mathematical analysis, with an emphasis on the
ability to compare case-based and rule-based reasoning. The mathemati-
cal analysis serves a mostly rhetorical purpose: pointing out to economists

4
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strengths and weaknesses of formal models of reasoning that they may be
using in their own modeling of economic phenomena. With this goal in
mind, we seek insights that appear to be generally robust, even if not nec-
essarily perfectly accurate. We hope that the mathematical analysis reveals
some properties of models that are not entirely obvious a priori, and may
thereby be of help to economists in their modeling.

1.2 Motivation

Economics studies economic phenomena such as production and consump-
tion, growth and unemployment, buying and selling, and so forth. All of
these phenomena relate to human activities, or decision making. It might
therefore seem very natural that we would be interested in human reasoning:
presumably if we knew how people reason, we would know how they make
decisions, and, as a result, which economic phenomena to expect.

This view is also consistent with a reductionist approach, suggesting that
economics should be based on psychology: just as it is argued biology can be
(in principle) reduced to chemistry, economics can be (in principle) reduced
to psychology. From this point of view, it would seem very natural that
economists would be interested in the way people think and perform induc-
tive inference.

Economists have not found this conclusion obvious. First, the alleged
reduction of one scientific discipline to another seldom implies that all ques-
tions of the latter should be of interest to the former. Chemistry need not
be interested in high-energy physics, and biologists may be ignorant of the
chemistry of polymers. Second, psychology has not reached the same level
of success of quantitative predictions as have the “exact” sciences, and thus
it may seem less promising as a basis for economics as would, say, physics
be for chemistry. And, perhaps more importantly, in the beginning of the
twentieth century the scientific nature of psychology was questioned. While
the philosophy of science was dominated by the Received View of logical
positivism (Carnap, 1923), and later by Popper’s (1934) thought, psychology
was greatly influenced by Freudian psychoanalysis, famously one of the
targets of Popper’s critique. Thus, psychology was not only considered to be
an “inexact” or a “soft” science; many started viewing it as a non-scientific
enterprise.2

In response to this background, many economists sought refuge in the
logical positivist dictum that understanding how people think is unnecessary
for understanding how they behave. The revealed preference paradigm came

2 See Loewenstein (1988).

5
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to the fore, suggesting that all that matters is observed behavior (see Frisch,
1926, Samuelson, 1938). Concepts such as tastes and beliefs were modeled
as mathematical constructs—a utility function and a probability measure—
which are defined solely by observed choices. Economists came to think that
how people think, and how they form their beliefs, was, by and large, of
no economic import. Or, to be precise, the beliefs of rational agents came
to be modeled by probability measures which were assumed to be updated
according to Bayes’s rule with the arrival of new information. It became
accepted that, beyond the application of Bayes’s rule for obtaining condi-
tional probabilities, no reasoning process was necessary for understanding
people’s choices and resulting economic phenomena.

This view of economic agents as “black boxes” that behave as if they were
following certain procedures paralleled the rise of behaviorism in psychology
(Skinner, 1938). Whereas, however, in psychology, strict behaviorism was
largely discarded in favor of cognitive psychology (starting in the 1960s), in
economics the “black box” approach survives to this day. (See, for instance,
Gul and Pesendorfer, 2008.) Indeed, given that the subject matter of eco-
nomics is people’s economic activities, it is much easier to dismiss mental
phenomena and cognitive processes as irrelevant to economics than it is to
do so when discussing psychology. And, importantly, axiomatic treatments
of people’s behavior, and most notably Savage’s (1954) result, convinced
economists that maximizing expected utility relative to a subjective proba-
bility measure is the model of choice for descriptive and normative purposes
alike. This model allows many degrees of freedom in selecting the appropriate
prior belief, but beyond that leaves very little room for modeling thinking.
Presumably, if we know how people behave and make economic decisions,
we need not concern ourselves with the way people think.

We find this view untenable for several reasons. First, Savage’s model is
hardly an accurate description of people’s behavior. In direct experimental
tests of the axioms, a non-negligible proportion of participants end up
violating some of them (see Ellsberg, 1961, and the vast literature that
followed). Moreover, many people have been found to consistently violate
even more basic assumptions (see Tversky and Kahneman, 1974, 1981).
Further, when tested indirectly, one finds that many empirical phenomena
are easier to explain using other models than they are using the subjective
expected utility hypothesis. Hence, one cannot argue that economics has
developed a theory of behavior that is always satisfactorily accurate for its
purposes. It stands to reason that a better understanding of people’s thought
processes might help us figure out when Savage’s theory is a reasonable
model of agents’ behavior, and how it can be improved when it isn’t.

Second, Savage’s result is a powerful rhetorical device that can be used to
convince a decision maker that she would like to conform to the subjective

6
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expected utility maximization model, or even to convince an economist that
economic agents might indeed behave in accordance with this model, at least
in certain domains of application. But the theorem does not provide any
guidance in selecting the utility function or the prior probability involved in
the model. Since tastes are inherently subjective, theoretical considerations
may be of limited help in finding an appropriate utility function, whether
for normative or for descriptive purposes. However, probabilities represent
beliefs, and one might expect theory to provide some guidance in finding
which beliefs one should entertain, or which beliefs economic agents are
likely to entertain. Thus, delving into reasoning processes might be helpful
in finding out which probability measures might, or should capture agents’
beliefs.

Third, Savage’s model follows the general logical positivistic paradigm of
relating the theoretical terms of utility and probability to observable choice.
But these choices often aren’t observable in practice, and sometimes not
even in principle. For example, in order to capture possible causal theories,
one needs to construct the state space in such a way that it is theoretically
impossible to observe the preference relation in its entirety. In fact, observ-
able choices would be but a fraction of those needed to execute an axiomatic
derivation. (See Gilboa and Schmeidler, 1995, and Gilboa, Postlewaite, and
Schmeidler, 2009, 2012.) Hence, for many problems of interest one cannot
rely on observable choice to identify agents’ beliefs. On this background,
studying agents’ reasoning offers a viable alternative to modeling beliefs.

In sum, we believe that understanding how people think might be useful
in predicting their behavior. While in principle one could imagine a theory
of behavior that would be so accurate as to render redundant any theory
of reasoning, we do not believe that the current theories of behavior have
achieved such accuracy.

1.3 Overview

The present volume consists of six chapters, five of which have been pre-
viously published as separate papers. The first two of these deal with a sin-
gle mode of reasoning each, whereas the rest employ a model that unifies
them. Chapter 23 focuses on case-based reasoning. It offers an axiomatic
approach to the following problem: given a database of observations, how
should different eventualities be ranked? The axiomatic derivation assumes
that observations in a database may be replicated at will to generate a new
database, and that it would be meaningful to pose the same problem for the

3 Gilboa and Schmeidler, 2003.
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new database. For example, if the reasoner observes the outcomes of a roll of a
die, and has to predict which outcome is more likely to occur on the next roll,
we assume that any database consisting of finitely many past observations
can be imagined, and that the reasoner should be able to respond to the
ranking question given each such database. The key axiom, combination,
roughly suggests that, should eventuality a be more likely than another
eventuality b, given two disjoint databases, then a should be more likely
than b also given their union. Ranking outcomes by their relative frequencies
clearly satisfies this axiom: if one outcome has appeared more often than
another in each of two databases, and will thus be considered more likely
given each, so it will be given their union. Coupled with a few other, less
fundamental assumptions, the combination axiom implies that the reasoner
would be ranking alternative eventualities by an additive formula. The for-
mula can be shown to generalize simultaneously several known techniques
from statistics, such as ranking by relative frequencies, kernel estimation of
density functions (Akaike, 1945), and kernel classification. Importantly, the
model can also be applied to the ranking of theories given databases, where
it yields an axiomatic foundation for ranking by the maximum likelihood
principle.4 The chapter also discusses various limitations of the combination
axiom. Chief among them are situations in which the reasoner engages in
second-order induction, learning the similarity function to be used when
performing case-to-case induction,5 and in learning that involves both case-
to-rule induction and (rule-to-case) deduction. These limitations make it
clear that, while the combination axiom is common to several different
techniques of inductive inference, it by no means encompasses all forms of
learning.

Chapter 36 deals with rule-based reasoning. It offers a model in which
a reasoner starts out with a set of theories and, after any finite history of
observations, needs to select a theory. It is assumed that the reasoner has
a subjective a priori ranking of the theories, for example, a “simpler than”
relation. Importantly, we assume that there are countably many theories,
and for each one of them there are only finitely many other theories that are
ranked higher. Given a history, the reasoner rules out those theories that have
been refuted by the observations, and selects a maximizer of the subjective
ranking among those that have not been refuted, that is, chooses one of the
simplest theories that fit the data. A key insight is that, in the absence of a
subjective ranking, the reasoner would not be able to learn effectively: she
would be unable to consistently choose among all possible theories that are
consistent with observed history. Hence, even if the observations happen to

4 A sequel paper, Gilboa and Schmeidler (2010), generalizes the model to allow for an additive
cost attached to a theory’s log-likelihood, as in Akaike Infomation Criterion.

5 See Gilboa, Lieberman, and Schmeidler, 2006. 6 Gilboa and Samuelson, 2012.
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fit a simple theory, the reasoner will not conclude that this theory is to be used
for prediction, as there are many other competing theories that match the
data just as well. By contrast, when a subjective ranking—such as simplicity—
is used as an additional criterion for theory selection, the reasoner will learn
simple processes: at some point all theories that are simpler than the true
one (but not equivalent to it) will be refuted, and from that point on the
reasoner will use the correct theory for prediction. Thus, the preference for
simplicity provides an advantage in prediction of simple processes, while
incurring no cost when attempting to predict complex or random processes.
This preference for simplicity does not derive from cognitive limitations
or the cost of computation; simplicity is simply one possible criterion that
allows the reasoners to settle on the correct theory, should there be one that
is simple. In a sense, the model suggests that had cognitive limitations not
existed, we should have invented them.

Chapter 47 offers a formal model that captures both case-based and rule-
based reasoning. It is also general enough to describe Bayesian reasoning,
which may be viewed as an extreme example of rule-based reasoning. The
reasoner in this model is assumed to observe the unfolding of history, and, at
each stage t, after observing some data, xt , to make a single-period prediction
by ranking possible outcomes in that period, yt . The reasoner uses conjectures,
which are simply subsets of states of the world (where each state specifies(
xt , yt

)
for all t). Each conjecture is assigned a non-negative weight a priori,

and after each history those conjectures that have not yet been refuted are
used for prediction. As opposed to Chapter 3, here we do not assume that
the reasoner selects a single “most reasonable conjecture” in each period for
generating predictions; rather, all unrefuted conjectures are consulted, and
their predictions are additively aggregated using their a priori weights. (The
model also distinguishes between relevant and irrelevant conjectures, though
the ranking of eventualities in each period is unaffected by this distinction).

The extreme case in which all weight is put on conjectures that are sin-
gletons (each consisting of a single state of the world) reduces to Bayesian
reasoning: the a priori weights are then the probabilities of the states, and
the exclusion of refuted conjectures boils down to Bayesian updating. The
model allows, however, a large variety of rules that capture non-Bayesian
reasoning: the reasoner might believe in a general theory that does not
make specific predictions in each and every period, or that does not assign
probabilities to the values of xt . More surprisingly, the model allows us to
capture case-based reasoning, as in kernel classification, by aggregating over
appropriately defined “case-based conjectures”. Beyond providing a unified
framework for these modes of reasoning, this model also allows one to ask

7 Gilboa, Samuelson, and Schmeidler, 2013.
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how the relative weights of different forms of reasoning might change over
time. We show that, if the reasoner does not know the structure of the
underlying data generating process, and has to remain open-minded about
all possible eventualities, she will gradually use Bayesian reasoning less, and
shift to conjectures that are not as specific. The basic intuition is that, because
Bayesian reasoning requires that weight of credence be specified to the level
of single states of the world, this weight has to be divided among pairwise
disjoint subsets of possible histories, and the number of these subsets grows
exponentially fast as a function of time, t. If the reasoner does not have
sharp a priori knowledge about the process, and hence divides the weight
of credence among the subsets in a more or less unbiased way, the weight of
each such subset of histories will be bounded by an exponentially decreasing
function of t. By contrast, conjectures that allow for many states may be
fewer, and if there are only polynomially many of them (as a function of t),
their weight may become relatively higher as compared to the weight of the
Bayesian conjectures. This result suggests that, due to the fact that Bayesian
approach insists on quantifying any source of uncertainty, it might prove
non-robust as compared to modes of reasoning that remain silent on many
issues and risk predictions only on some.

Chapter 58 uses the same framework to focus on case-based vs. rule-based
reasoning. Here, the latter is understood to mean theories that make pre-
dictions (regarding yt) at each and every period (after having observed xt),
so, in this model theories cannot “pick their fights”, as it were. They differ
from Bayesian conjectures in that the latter are committed to predict not
only the outcome yt but also the data xt . Yet, making predictions about yt

at each and every period is sufficiently demanding to partition the set of
unrefuted theories after every history, and thereby to generate an exponential
growth of the number of subsets of theories that may be unrefuted at time
t. In this chapter it is shown that, under certain reasonable assumptions,
should reality be simple, that is, described by state of the world that con-
forms to a single theory, the reasoner will learn it. The basic logic of this
simple result is similar to that of Chapter 3: it suffices that the reasoner be
open-minded to conceive of all theories and assign some weight to them.
Should one of these simple theories be true, sooner or later all other theories
will be refuted, and the a priori weight assigned to the correct theory will
become relatively large. Moreover, in this chapter we also consider case-based
conjectures, and show that their weight diminishes to zero. As a result, not
only is the correct theory getting a high weight relative to other theories,
the entire class of rule-based conjectures becomes dominant as compared to
the case-based ones. That is, the reasoner would converge to be rule-based.

8 Gayer and Gilboa, 2014.

10



OUP CORRECTED PROOF – FINAL, 16/3/2015, SPi

Introduction

However, in states of the world that are not simple, that is, that cannot be
described by a single theory, under some additional assumptions the converse
is true: similarly to the analysis of Chapter 4, case-based reasoning would
drive out rule-based reasoning. Chapter 5 also deals with situations in which
the phenomenon observed is determined by people’s reasoning, that is, that
the process is endogenous rather than exogenous. It is shown that under
endogenous processes rule-based reasoning is more likely to emerge than
under exogenous ones. For example, it is more likely to observe people using
general theories when predicting social norms than when predicting the
weather.

Finally, Chapter 69 applies the model of Chapter 4 to the analysis of coun-
terfactual thinking. It starts with the observation that, while counterfactuals
are by definition devoid of empirical content, some of them seem to be more
meaningful than others. It is suggested that counterfactual reasoning is based
on the conjectures that have not been refuted by actual history, ht , applied
to another history, h′

t′ , which is incompatible with ht (hence counterfactual).
Thus, actual history might be used to learn about general rules, and these
can be applied to make predictions also in histories that are known not to be
the case. This type of reasoning can make interesting predictions only when
the reasoner has non-Bayesian conjectures: because each Bayesian conjecture
consists of a single state of the world, a Bayesian conjecture that is unrefuted
by the actual history ht would be silent at the counterfactual history h′

t′ .
However, general rules and analogies that are unrefuted by ht might still
have non-trivial predictions at the incompatible history h′

t′ . The model is
also used to ask what counterfactual thinking might be useful for, and to
rule out one possible answer: a rather trivial observation shows that, for an
unboundedly rational reasoner, counterfactual prediction cannot enhance
learning.

1.4 Future Directions

The analysis presented in this volume is very preliminary and may be
extended in a variety of ways. First, in an attempt to highlight conceptual
issues, we focus on simple models. For example, we assume that theories
are deterministic; and that case-based reasoning takes into account only the
similarity between two cases at a time. In more elaborate models, one might
consider probabilistic theories, analogies that involve more than two cases,
more interesting hybrids between case-based and rule-based theories, and
so forth.

9 Di Tillio, Gilboa, and Samuelson, 2013.
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