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Preface to the Fifth Edition

Semiconductor physics is of fundamental importance in understand-
ing the behaviour of semiconductor devices and for improving their
performance. Among the more recent devices are those exploiting the
properties of III–V nitrides, and others that explore the technical pos-
sibilities of manipulating the spin of the electron. The III–V nitrides,
which have the hexagonal structure of wurtzite (ZnO), have proper-
ties that are distinct from those like GaAs and InP, which have the
cubic structure of zinc blende (ZnS). Moreover, AlN and GaN have
large band gaps, which make it possible to study electron transport at
very high electric fields without producing breakdown. This property,
combined with an engineered large electron population, makes GaN an
excellent candidate for high-power applications. In such situations the
role of hot phonons and their coupling with plasmon modes cannot be
ignored. This has triggered a number of recent studies concerning the
lifetime of hot phonons, leading to the discovery of new physics. An ac-
count of hot-phonon effects, the topic of the first of the new chapters,
seemed to be timely.

In the new study of spintronics, a vital factor is the rate at which
an out-of-equilibrium spin population relaxes. The spin of the elec-
tron scarcely enters the subject matter of previous editions of this book
other than in relation to the density of states, so an account of spin
processes has been overdue, hence the second of the new chapters in
this edition. The rate of spin relaxation is intimately linked to details of
the band structure, and in describing this relationship I have taken the
opportunity to describe the band structure of wurtzite and the corres-
ponding eigenfunctions of the bands, from which the cubic results are
deduced. There are several processes that relax spin in bulk material,
and these are described.

The properties of semiconductors extend beyond the bulk. All
semiconductors have surfaces and, when incorporated into devices,
they have interfaces with other materials. The physics of metal–
semiconductor interfaces has been studied ever since the discovery of
rectifying properties in the early part of the 20th century. More re-
cently, the advent of so-called low-dimensional devices has highlighted
problems connected with the physics of interfaces between different
semiconductors, so an account of the properties of surfaces and inter-
faces was, it seemed to me, no longer timely, but long overdue. Hence,
the third new chapter.

This new edition is therefore designed to expand (rather than replace)
the physics of bulk semiconductors found in the previous edition. The
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expansion has been motivated by the subject matter of my own re-
search and that of colleagues at the Universities of Essex and Cornell.
I am particularly indebted to Dr Angela Dyson for her insightful
collaboration in these studies.

Thorpe-le-Soken, 2013 B.K.R.



Preface to the Fourth
Edition

This new edition contains three new chapters concerned with material
that is meant to provide a deeper foundation for the quantum processes
described previously, and to provide a statistical bridge to phenomena
involving charge transport. The recent theoretical and experimental
interest in fundamental quantum behaviour involving mixed and en-
tangled states and the possible exploitation in quantum computation
meant that some account of this should be included. A comprehensive
treatment of this important topic involving many-particle theory would
be beyond the scope of the book, and I have settled on an account that
is based on the single-particle density matrix. A remarkably successful
bridge between single-particle behaviour and the behaviour of popu-
lations is the Boltzmann equation, and the inclusion of an account of
this and some of its solutions for hot electrons was long overdue. If the
Boltzmann equation embodied the important step from quantum stat-
istical to semi-classical statistical behaviour, the drift-diffusion model
completes the trend to fully phenomenological description of trans-
port. Since many excellent texts already cover this area I have chosen
to describe only some of the more exciting transport phenomena in
semiconductor physics such as those involving a differential negat-
ive resistance, or involving acoustoelectric effects, or even both, and
something of their history.

A new edition affords the opportunity to correct errors and omis-
sions in the old. No longer being a very assiduous reader of my own
writings, I rely on others, probably more than I should, to bring errors
and omissions to my attention. I have been lucky, therefore, to work
with someone as knowledgeable as Dr N.A. Zakhleniuk who has sug-
gested an update of the discussion of cascade capture, and has noted
that the expressions for the screened Bloch–Gruneisen regime were for
2-D systems and not for bulk material. The update and corrections have
been made, and I am very grateful for his comments.

My writing practically always takes place at home and it tends to
involve a mild autism that is not altogether sociable, to say the least.
Nevertheless, my wife has put up with this once again with remark-
able good humour and I would like to express my appreciation for her
support.

Thorpe-le-Soken, 1999 B.K.R.



Preface to the Third
Edition

One of the topics conspicuously absent in the previous editions of this
book was the scattering of phonons. In a large number of cases phon-
ons can be regarded as an essentially passive gas firmly anchored to
the lattice temperature, but in recent years the importance to transport
of the role of out-of-equilibrium phonons, particularly optical phon-
ons, has become appreciated, and a chapter on the principal quantum
processes involved is now included. The only other change, apart from
a few corrections to the original text (and I am very grateful to those
readers who have taken the trouble to point out errors) is the inclusion
of a brief subsection on exciton annihilation, which replaces the ac-
count of recombination involving an excitonic component. Once again,
only processes taking place in bulk material are considered.

Thorpe-le-Soken B.K.R.
December 1992



Preface to the Second
Edition

This second edition contains three new chapters—‘Quantum processes
in a magnetic field’, ‘Scattering in a degenerate gas’, and ‘Dynamic
screening’—which I hope will enhance the usefulness of the book.
Following the ethos of the first edition I have tried to make the rather
heavy mathematical content of these new topics as straightforward and
accessible as possible. I have also taken the opportunity to make some
corrections and additions to the original material—a brief account of
alloy scattering is now included—and I have completely rewritten the
section on impact ionization. An appendix on the average separation
of impurities has been added, and the term ‘third-body exclusion’ has
become ‘statistical screening’, but otherwise the material in the first
edition remains substantially unchanged.

Thorpe-le-Soken 1988 B.K.R.



Preface to the First Edition

It is a curious fact that in spite of, or perhaps because of, their
overwhelming technological significance, semiconductors receive com-
paratively modest attention in books devoted to solid state physics.
A student of semiconductor physics will find the background theory
common to all solids well described, but somehow all the details, the
applications, and the examples—just those minutiae which reveal so
vividly the conceptual cast of mind which clarifies a problem—are all
devoted to metals or insulators or, more recently, to amorphous or even
liquid matter. Nor have texts devoted exclusively to semiconductors,
excellent though they are, fully solved the student’s problem, for they
have either attempted global coverage of all aspects of semiconductor
physics or concentrated on the description of the inhomogeneous semi-
conducting structures which are used in devices, and in both cases they
have tended to confine their discussion of basic physical processes to
bare essentials in order to accommodate breadth of coverage in the
one and emphasis on application in the other. Of course, there are
distinguished exceptions to these generalizations, texts which have spe-
cialized on topics within semiconductor physics, such as statistics and
band structure to take two examples, but anyone who has attempted
to teach the subject to postgraduates will, I believe, agree that some-
thing of a vacuum exists, and that filling it means resorting to research
monographs and specialist review articles, many of which presuppose
a certain familiarity with the field.

Another facet to this complex and fascinating structure of creating,
assimilating, and transmitting knowledge is that theory, understand-
ably enough, tends to be written by theoreticians. Such is today’s
specialization that the latter tend to become removed from direct in-
volvement in the empirical basis of their subject to a degree that makes
communication with the experimentalist fraught with mutual incom-
prehension. Sometimes the difficulty is founded on a simple confusion
between the disparate aims of mathematics and physics—an axiomatic
formulation of a theory may make good mathematical sense but poor
physical sense—or it may be founded on a real subtlety of physical be-
haviour perceived by one and incomprehended by the other, or more
usually it may be founded on ignorance of each other’s techniques,
of the detailed analytic and numerical approximations propping up a
theory on the one hand, and of the detailed method and machinery
propping up an experimental result on the other. Certainly, experiment-
alists cannot avoid being theoreticians from time to time, and they have
to be aware of the basic theoretical structure of their subject. As stu-
dents of physics operating in an area where physical intuition is more
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important than logical deduction they are not likely to appreciate a
formalistic account of that basic structure even though it may pos-
sess elegance. Intuition functions on rough approximation rather than
rigour, but too few accounts of theory take that as a guide.

This book, then, is written primarily for the postgraduate student
and the experimentalist. It attempts to set out the theory of those
basic quantum-mechanical processes in homogeneous semiconductors
which are most relevant to applied semiconductor physics. Therefore
the subject matter is concentrated almost exclusively on electronic pro-
cesses. Thus no mention is made of phonon–phonon interactions, nor
is the optical absorption by lattice modes discussed. Also, because I
had mainstream semiconductors like silicon and gallium arsenide in
mind, the emphasis is on crystalline materials in which the electrons
and holes in the bands obey non-degenerate statistics, and little men-
tion is made of amorphous and narrow-gap semiconductors. Only the
basic quantum mechanics is discussed; no attempt is made to follow
detailed applications of the basic theory in fields such as hot electrons,
negative-differential resistance, acousto-electric effects, etc. To do that
would more than triple the size of the book. The theoretical level is
at elementary first- and second-order perturbation theory, with not a
Green’s function in sight; this is inevitable, given that the author is
an experimentalist with a taste for doing his own theoretical work.
Nevertheless, those elementary conceptions which appear in the book
are, I believe, the basic ones in the field which most of us employ in
everyday discussions, and since there is no existing book to my know-
ledge which contains a description of all these basic processes I hope
that this one will make a useful reference source for anyone engaged in
semiconductor research and device development.

Finally, a word of caution for the reader. A number of treatments in
the book are my own and are not line-by-line reproductions of standard
theory. Principally, this came about because the latter did not exist in a
form consistent with the approach of the book. One or two new expres-
sions have emerged as a by-product, although most of the final results
are the accepted ones. Where the treatment is mine, the text makes this
explicit.

Colchester 1981 B.K.R
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Band structure
of semiconductors 1
1.1. The crystal Hamiltonian

For an assembly of atoms the classical energy is the sum of the
following:

(a) the kinetic energy of the nuclei;
(b) the potential energy of the nuclei in one another’s electrostatic field;
(c) the kinetic energy of the electrons;
(d) the potential energy of the electrons in the field of the nuclei;
(e) the potential energy of the electrons in one another’s field;
(f) the magnetic energy associated with the spin and the orbit.

Dividing the electrons into core and valence electrons and leaving
out magnetic effects leads to the following expression for the crystal
Hamiltonian:

H =
∑

l

p2
l

2Ml
+
∑
l,m

U(Rl − Rm) +
∑

i

p2
i

2m
+
∑
i,l

V (ri − Rl)

+
∑
i, j

e2/4πε0∣∣ri − rj

∣∣ (1.1)

where l and m label the ions, i and j label the electrons, p is the mo-
mentum, M is the ionic mass, m is the mass of the electron, U(Rl −Rm)
is the interionic potential, and V (ri − Rl) is the valence–electron–ion
potential.

The Schrödinger equation determines the time-independent energies
of the system:

HΞ = EΞ (1.2)

where H is now the Hamiltonian operator.

1.2. Adiabatic approximation

The mass of an ion is at least a factor of 1.8 × 103 greater than that of
an electron, and for most semiconductors the factor is well over 104.
For comparable energies and perturbations ions therefore move some
102 times slower than do electrons, and the latter can be regarded as
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instantaneously adjusting their motion to that of the ions. Therefore
the total wavefunction is approximately of the form

Ξ = �(r, R)�(R) (1.3)

where �(R) is the wavefunction for all the ions and �(r, R) is the wave-
function for all the electrons instantaneously dependent on the ionic
position.

The Schrödinger equation can be written

�(r, R)HL�(R) + �(R)He�(r, R) + H ′�(r, R)�(R) = E�(r, R)�(R)
(1.4)

where

H ′�(r, R)�(R) = HL�(r, R)�(R) − �(r, R)HL�(R) (1.5)

HL =
∑

l

p2
l

2Ml
+
∑
l,m

U(Rl − Rm) (1.6)

He =
∑

i

p2
i

2m
+
∑
i,l

V (ri − Rl) +
∑
i, j

e2/4πε0∣∣ri − rj

∣∣ . (1.7)

The relative contribution of H ′ is of the order m/Ml. The adiabatic
approximation consists of neglecting this term. In this case eqn (1.4)
splits into a purely ionic equation

HL�(R) = EL�(R) (1.8)

and a purely electronic equation

He�(r, R) = Ee�(r, R). (1.9)

1.3. Phonons

Provided that the ions do not move far from their equilibrium posi-
tions in the solid their motion can be regarded as simple harmonic. If
the equilibrium position of an ion is denoted by the vector Rl0 and its
displacement by ul, the Hamiltonian can be written

HL =
∑

l

p2
l

2Ml
+
∑
l,m

Dl,m(Rl − Rm)ulum + HL0(Rl0) + H ′
L (1.10)

where Dlm(Rl − Rm) is the restoring force per unit displacement,
HL0(Rl0) is an additive constant dependent only on the equilibrium
separation of the ions, and H ′

L represents the contribution of anhar-
monic forces. The displacements can be expanded in terms of the
normal modes of vibration of the solid. The latter take the form of lon-
gitudinally polarized and transversely polarized acoustic waves plus, in
the case of lattices with a basis, i.e. more than one atom per primitive
unit cell, longitudinally and transversely polarized ‘optical’ modes. (See
Section 3.9 for an account of the theory for long-wavelength acoustic
modes.) Ionic motion therefore manifests itself in terms of travelling
plane waves



The one-electron approximation 3

0 ZB

LO and TO optical modes
LA

TA
TA

acoustic modes

ω

q
FIG. 1.1.
Dispersion of lattice waves.

u(ω, q) = u0 exp{i(q · r − ωt)} (1.11)

which interact weakly with one another through the anharmonic term
H ′

L. Figure 1.1 shows the typical dispersion relation between ω and q.
The energy in a mode is given by

E(ω, q) =
{

n(ω, q) + 1
2

}
�ω (1.12)

where n(ω, q) is the statistical average number of phonons, i.e. vibra-
tional quanta, excited. At thermodynamic equilibrium n(ω, q) = n(ω)
is given by the Bose–Einstein function for a massless particle

n(ω) = 1
exp(�ω/kBT) − 1

. (1.13)

The following points should be noted.

1. The limits of q according to periodic boundary conditions are
2π/Na and the Brillouin zone boundary, where N is the number of
unit cells of length a along the cavity.

2. The magnitude of a wavevector component is 2π l/Na, where l is an
integer. The curves in Fig. 1.1 are really closely spaced points.

3. An impurity or other defect may introduce localized modes of vibra-
tion in its neighbourhood if its mass and binding energy are different
enough from those of its host.

4. For long-wavelength acoustic modes ω = υsq. For others it is often
useful to approximate their dispersion by ω = constant.

1.4. The one-electron approximation

If the electron–electron interaction is averaged we can regard any de-
viation from this average as a small perturbation. Thus we replace the
repulsion term as follows:

∑
i, j

(
e2/4πε0

)∣∣ri − rj

∣∣ = He0 + Hee (1.14)

where He0 contributes a constant repulsive component to the electronic
energy and Hee is a fluctuating electron–electron interaction which
can be regarded as small. If Hee is disregarded each electron reacts
independently with the lattice of ions. Consequently we can take
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�(r, R) =
∏

i

ψi(ri, R) (1.15)

with the proviso that the occupation of the one-electron states is in ac-
cordance with the Pauli exclusion principle. We obtain the one-electron
Schrödinger equation

Heiψi(riR) = Eeiψi(ri, R) (1.16)

where

Hei = p2
i

2m
+
∑

l

V (ri − Rl). (1.17)

This Hamiltonian still depends on the fluctuating position of ions, and
it is useful to reduce the Hamiltonian into one that depends on the
interaction with the ions in their equilibrium positions with the effect
of ionic vibrations taken as a perturbation. Thus we take

Hei = He0i + Hep (1.18)

He0i = p2
i

2m

∑
l

V (ri − Rl0) (1.19)

where the Hep is the electron–phonon interaction. The electronic band
structure is obtained from (dropping the subscripts i and e){

p2

2m
+
∑

l

V (r − Rl0)

}
ψ(r) = Eψ(r). (1.20)

1.5. Bloch functions

a b

FIG. 1.2.
The first and second zones for a
face-centred cubic lattice. The first has
half the volume of the cube that is
determined by extending the six square
faces. The second has the same volume
as this cube.

In the case of a perfectly periodic potential the eigenfunction is a Bloch
function:

ψnk(r) = unk(r)exp(ik · r) (1.21)

unk(r + R) = unk(r) (1.22)

where R is a vector of the Bravais lattice, n labels the band and k is the
wavevector of the electron in the first Brillouin zone (Fig. 1.2). From
eqns (1.21) and (1.22) it follows that

ψnk(r + R) = ψnk(r)exp(ik · R). (1.23)

If a macroscopic volume V is chosen whose shape is a magnified ver-
sion of the primitive cell, then we can apply the periodic boundary
condition

ψnk(r + Na) = ψnk(r) (1.24)

where a is a vector of the unit cell and N is the number of unit cells
along the side of V in the direction of a. This decouples the properties
of the wavefunction from the size of a crystal, provided the crystal is
macroscopic. Equations (1.23) and (1.24) constrain k such that
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exp(ik · Na) = 1.

Therefore

k · Na = 2πn (1.25)

where n is an integer. In terms of reciprocal lattice vectors K, defined by

Ki · aj = 2πδij (1.26)

the electronic wavevector assumes the values

k = n1

N1
K1 + n2

N2
K2 + n3

N3
K3. (1.27)

Thus the volume of an electronic state in k-space is given by

�k1 �k2 �k3 = (2π)3/V . (1.28)

If q is any vector that satisfies the periodic boundary conditions then
the wavefunction can be written generally as an expansion in plane
waves:

ψ(r) =
∑

q

cqexp(iq · r). (1.29)

This general expansion can be related to the Bloch form by putting
q = k−K where k is not necessarily confined to the first Brillouin zone:

ψk(r) = exp(ik · r)
∑

K

ck−Kexp(−iK · r) (1.30)

and thus

uk(r) =
∑

K

ck−Kexp(−iK · r). (1.31)

Yet another form for a Bloch function can be formed out of func-
tions φn(r − R) which are centred at the lattice points R. These are
known as Wannier functions. The relation between Bloch and Wannier
functions is

ψnk(r) =
∑

R

φn(r − R)exp(ik · R). (1.32)

This is a useful formulation for describing narrow energy bands when
the Wannier function can be approximated by atomic orbitals in the
tight-binding approximation.

Since the Bloch functions are eigenfunctions of the one-electron
Schrödinger equation they are orthogonal to one another, viz.∫

ψ∗
n′k′ψnkdr = δn′nδk′k (1.33)

with

ψnk = 1

V 1/2 unk(r)exp(ik · r). (1.34)
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1.6. Nearly-free-electron model

When the periodic potential is very weak the valence electron is almost
free, and hence

Ek ≈ �
2k2/2m. (1.35)

In the cases of semiconductors with diamond and sphalerite structure
there are two atoms in each primitive cell and eight valence electrons.
Therefore there have to be four valence bands with two electrons of
opposing spin in each state. By allowing k to extend beyond the first
zone, we can work out the total width of the four valence bands by
equating it with the Fermi energy EF for a free-electron gas of the same
density as the valence electrons. Observations of soft X-ray emission
confirm that the width of the valence band in these semiconductors is
indeed close to EF. Thus it is reasonable to assume that the valence
electrons are almost free, and eqn (1.35) is a good approximation to the
energy provided we take into account the effect of the lattice.

Restricting k to the first Brillouin zone (Fig. 1.2) we obtain

Ek ≈ �
2q2/2m (1.36)

q = k + K. (1.37)

The first band is obtained for K = (0, 0, 0)2π/a, and is obviously
parabolic. At the zone boundary there is an energy gap in general. The
second band is obtained from the smallest non-zero reciprocal lattice
vectors, which are K1 = (l, 1, 1)2π/a and its cubic fellows (e.g. (−1, 1, 1)
2π/a) and K2 = (2, 0, 0)2π/a and its cubic fellows (e.g. (0, 2, 0)2π/a).
At the zone boundary along the 〈100〉 direction q = K2/2 = 2π/a and
k = −K2/2 = −2π/a. As q increases k moves towards zero, reaching it
when q = K2 = 4π/a. At the zone boundary along the 〈111〉 direction
q = K1/2 = √

3π/a and k = −K1/2 = −√
3π/a. As q increases, k

moves to zero, reaching it when q = K1 = 2
√

3π/a. The band continues
to be parabolic in both directions, except close to the zone boundaries.

The first and second bands are parabolic directions because the ap-
propriate reciprocal lattice vector simply subtracts from q. Bands 3
and 4 are not that simple because K1 and K2 are neither parallel nor
anti-parallel in this case. The region in reciprocal lattice space which
contains the first four Brillouin zones is the Jones zone (Fig. 1.3).

Bands 1 and 2 reach the surface of the Jones zone at the points
(2, 0, 0) and (1, 1, 1). Bands 3 and 4 are associated with combinations
of k, K1, and K2 which keep q close to the zone boundary for all k.
The smallest q corresponds to the centre of a face q = K1 − K2/2 (q =
2
√

2π/a). With k along the 〈100〉 direction the band is described by
q = K1 − k. When k = 0, q = K1 (q = 2

√
3π/a). Thus q changes by an

amount
√

3 − √
2 in units of 2π/a as k sweeps through the zone in the

〈100〉 direction, and hence the energy changes very little with k. This
band is far from being free-electron-like. The other band is also flat, for
again q changes comparatively little with k because k is more or less
perpendicular to the reciprocal vector.

The free-electron model predicts different energies at the q corres-
ponding to the corners of the Jones zone. We have already seen that
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�(111)

�(020)�(200)
x(110)

kx

kz

ky

ζ

FIG. 1.3.
The Jones zone for face-centred cubic
crystals containing eight electrons per
cell includes the first four Brillouin
zones.

q = K1 at one. Along the cube-edge direction q = K2(q = 4π/a), which
has a greater magnitude. Thus the energy of the latter is greater in the
free-electron model. The periodic potential with its cubic symmetry (in
the case under discussion) alters that picture to one in which these en-
ergies are identical. This common energy is the maximum attained at
the surface of the Jones zone, which is a free-electron-like result since
the corners are indeed furthest from the zone centre. The minimum en-
ergy for bands 3 and 4 appearing at k = K2/2, corresponding to the
middle of the face which is the nearest point of the surface to the zone
centre, is equally free-electron like. The valence band has the general
form depicted in Fig. 1.4.

Pushing the free-electron model beyond the Jones zone in order to
describe the conduction band is simplest, as in the case of the valence
band, when k and K are in the same direction. In bands 3 and 4 and
in bands 5 and 6 this will correspond to directions perpendicular to
the surface of the Jones zone, and in these directions the mass of the
electron will be near that for the free electron and the bands will be
parabolic. However, in the principal directions 〈100〉 and 〈111〉, for
which k lies more or less parallel to the surface of the Jones zone, bands
5 and 6 will be flat like bands 3 and 4, and for the same reason. They
might also be expected to be separated from the valence bands by an
energy gap which remains constant in these directions of k, and this is
approximately true. However, unlike the valence bands, bands 5 and 6

0

IS〉

IPx〉,Py〉,Pz〉
IPy ± Pz〉

1IS+Px〉
X1

X4

k〈100〉

�1

�25’

2

3, 4

a
2π

E(k)

FIG. 1.4.
The general form of the valence band.
The symmetry symbols and orbitals are
appropriate for diamond and silicon.
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are not degenerate. Moreover, their form, particularly near the corners
and edges of the Jones zone, is much more complex, and minima at
k = 0(), k = K2/2(X), and k = K1/2(L) are general features. Because
the minimum energy of bands 3 and 4 is at the X point and because the
energy gap is roughly constant it is expected that the lowest minimum
of the conduction band also lies at X, but this is only roughly correct
and holds only for semiconductors involving elements in the early rows
of the periodic table.

1.6.1. Group theory notation

Δ

� Σ
x

z

y
M

Z

S
T

X
R

FIG. 1.5.
Special points in the Brillouin zone of a
simple cubic lattice.

Many features of band structure depend upon symmetry, and in par-
ticular the symmetry of the cubic lattice. The special points in the
Brillouin zone of a simple lattice are shown in Fig. 1.5 (see also Figs. 1.6
and 1.7). The symmetry types at various points as illustrated by simple
basis functions are given in Table 1.1. The representations for the 

group are given in Table 1.2.

Δ

� Σ

x

z
H

P

D

N
G y

FIG. 1.6.
Special points in the Brillouin zone of a
body-centred cubic lattice.

Δ

Σ
�

x y

z

X

W

L

K

U

FIG. 1.7.
Special points in the Brillouin zone of a
face-centred cubic lattice.
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TABLE 1.1. Symmetry types and basis functions of a cubic lattice.

Points Notation Basis functions

, R  a
1 or A b

1g 1

2 A2g x4
(

y2 − z2
)

+ y4
(

z2 − x2
)

+ z4
(

x2 − y2
)

12 Eg z2 − 1
2

(
x2 + y2

)
, x2 − y2

15
′ T1g xy

(
x2 − y2

)
, yz

(
y2 − z2

)
, zx

(
z2 − x2

)
25

′ T2g xy, yz, zx

′
1 A1u xyz

{
x4
(

y2 − z2
)

+ y4
(

z2 − x2
)

+ z4
(

x2 − y2
)}

′
2 A20 xyz

12
′ Eu xyz

{
z2 − 1

2

(
x2 + y2

)}
, xyz(x2 − y2)

15 T1u x, y, z

25 T2u z
(

x2 − y2
)

, x
(

y2 − z2
)

, y
(

z2 − x2
)

X, M X1 1
X2 x2 − y2

X3 xy

X4 xy
(

x2 − y2
)

X5 yz, zx

X1′ xyz
(

x2 − y2
)

X2′ xyz

X3′ z
(

x2 − y2
)

X4′ z

X5′ x, y

�, T �1 1

�2 x2 − y2

�3 xy

�4 xy(x2 − y2)
�5 x, y

�, S �1 1
�2 z(x − y)
�3 z

�4 x − y

Z z1 1
z2 yz

z3 y

z4 z

� �1 1
�2 xy(x − y) + yz(y − z) + zx(z − x)
�3 x − z, y − z

From Kittel 1963.
aNotation of Bouckaert, Smoluchowski, and Wigner 1936.
bChemical notation: g stands for even function, u for odd function, under inversion.

TABLE 1.2.  Group representation with spin.

Without spin 1212 15′ 25′ ′
1

′
212′ 15 25

With spin 678 6 + 8 7 + 8 ′
6

′
7

′
8 ′

6 + ′
8 ′

7 + ′
8

6 and 7 are doublets; 8 is a quartet.
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1.7. Energy gaps

The periodic potential of the crystal (eqn (1.20)) can be expanded in a
Fourier series: ∑

l

V (r − Rl) =
∑
K′

VK′exp(iK′ · r) (1.38)

and a constant potential can be added to make VK′ = 0 when K′ = 0.
If the Bloch function is taken to be of the form (eqn (1.30))

ψk =
∑

K

ck−Kexp{i(k − K) · r} (1.39)

the Schrödinger equation yields†† ∑
K,K′

VK′ ck−Kexp{i(k − K + K′) · r}
= ∑

K,K′
VK′−Kck−K′ exp{i(k − K) · r} {

�
2

2m
(k − K)2 − E(k)

}
ck−K +

∑
K′

VK′−Kck−K′ = 0 (1.40)

which will hold for each k and for each K. When the periodic potential
is weak the solution of eqn (1.40) is approximately given by

E(k) ≈ �
2

2m
(k − K)2 ck−K 	= 0 (1.41)

or

E(k) 	= �
2

2m
(k − K)2 ck−K ≈ 0. (1.42)

In the non-degenerate case, when eqn (1.41) is satisfied for only one
K, say K = Ka, a more accurate solution is obtained by noting that for
K = Kb, where Kb 	= Ka,

ck−Kb =
∑
K′

VK′−Kb
ck−K′

Ea − (�2/2m)(k − Kb)2 ≈ VKa−Kbck−Ka

Ea − Eb
(1.43)

where Ea = �(k − Ka)2/2m and Eb = �
2(k − Kb)2/2m. Putting this

back in eqn (1.40) gives

E(k) = Ea +
∑
K′

VK′−Ka
VKa−K′

Ea − E′ = Ea +
∑
K′

∣∣VK′−Ka

∣∣2
Ea − E′ . (1.44)

The effect of energy states lying above Ea is to depress E(k), and the
effect of those lying below Ea is to raise E(k), i.e. energy levels tend to
repel one another.

In the degenerate case, when eqn (1.41) is satisfied for a given eigen-
value E(k) by, say, K = Ka = Kb, neglecting all coefficients except those
for Ka and Kb gives

{Ea − E(k)}ck−Ka + VKb−Ka ck−Kb = 0

{Eb − E(k)}ck−Kb + VKa−Kbck−Ka = 0,
(1.45)
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whence, with K = |Kb − Ka|,
{Ea − E(k)}{Eb − E(k)} − |VK |2 = 0.

Therefore

E(k) = 1
2

(Ea + Eb) ± 1
2

{
(Ea + Eb)2 − 4

(
EaEb − |VK |2

)}1/2
(1.46)

which for Ea = Eb = E0 becomes

E(k) = E0 ± |VK | (1.47)

corresponding to an energy gap of magnitude 2 |VK |.
When the unit cell consists of two atoms, which are not necessarily

identical, the potential can be denoted

V (r − Rl0) = V1(r − Rl1) + V2(r − Rl2) (1.48)

where Rl0, Rl1, and Rl2 are the position vectors of the centre of the cell,
atom 1, and atom 2 respectively. If Rl1 = Rl0 + rc and Rl2 = Rl0 − rc,
where rc is the covalent bond length (half the interatomic distance),
eqn (1.48) becomes

V (r − Rl0) = V1(r − rc − Rl0) + V2(r + rc − Rl0) (1.49)

and so, instead of eqn (1.38), we can put∑
l

V(r − Rl0)=
∑
K′

{
V1K′exp(−iK′ · rc)+V2K′exp(iK′ · rc)

}
exp(iK′ ·r)

=
∑
K′

(
VS

K′ cos K′ · rc + iVA
K′ sin K′ · rc

)
exp(iK′ · r)

(1.50)

where a division has been made into a symmetric part V s
K′ = (V1K′ +

V2K′)/2 and an antisymmetric part VA
K′ = (V2K′ − V1K′)/2. The lat-

ter will be zero if the atoms are identical. The energy gap is therefore
given by

E2
g = 4

(∣∣∣VS
K cos Krc

∣∣∣2 +
∣∣∣VA

K sin Krc

∣∣∣2) . (1.51)

Thus the energy gap can be regarded as having a symmetric or ho-
mopolar component and an antisymmetric or polar component. A
division in this way is useful for understanding how the covalent
and polar aspects of binding influence the electronic structure of
semiconductors, as we shall see.

The eigenfunctions for the two bands (eqn (1.39)), at the band-edges,
are of the form

ψa,bk = {cakexp(−iKa · r) ± cbkexp(−iKb · r)} exp(ik · r) (1.52)

with |cak| = |cbk|. In the case of the direct gap between valence and
conduction bands we can take Ka = 0, k → k + kF, where k is now
restricted to the first Brillouin zone, kF is the Fermi-level vector for the
free-electron valence band, and Kb ≈ 2kF, which in effect assumes the
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Jones zone to be a sphere of radius kF. In this approximation (isotropic
model)

ψa,bk = {cakexp(ikF · r) ± cbkexp(−ikF · r)}exp(ik · r). (1.53)

1.8. Spin−orbit coupling and orbital characteristics

In the crystal Hamiltonian of eqn (1.1) we left out magnetic energy.
Even in non-magnetic semiconductors the contribution of magnetic en-
ergy, although small compared with purely electrostatic components, is
not negligible in relation to the energy gaps. The source of this energy
in non-magnetic materials is the interaction between spin and orbit, as
described by the one-electron Hamiltonian

Hso = �
2

4m2c2 [∇V (r − Rl0) × p] · σ (1.54)

where p is the momentum operator and σ is the spin operator. As in
the case of a free atom the effect of spin–orbit coupling is to remove
orbital degeneracies.

The degeneracies occurring in the band structure of semiconductors
near the principle energy gap are those associated with bands 2, 3, and
4 at k = 0, and between bands 3 and 4 elsewhere in the zone. In order
to discover how spin–orbit coupling splits these degeneracies we need
to know the orbital characteristics associated with these bands. For
diamond, sphalerite, and wurzite type crystals the constituent atoms
in their free state possess valence electrons in the atomic |s〉 and |p〉
states, and we expect the valence and indeed the lower conduction
bands to have |s〉- and |p〉-like orbital characteristics. (In the case of
heavier atoms |d〉 states are also involved, but we ignore this complica-
tion for the present.) The chemical picture of bonding in these lattices
involves the production of sp3 hybridized bonds directed towards the
corners of a regular tetrahedron. The two atoms in the unit cell con-
tribute their |s〉 and |p〉 orbitals in bonding combinations to give the
valence band in which the electron density is high between the atoms,
or in anti-bonding combinations to give the conduction band in which
the electron density tends to be high at, rather than between, the atoms.
We can therefore associate bonding |s〉 orbital characteristics with the
lowest valence band and bonding |p〉 orbital characteristics with bands
2, 3, and 4 at k = 0, and also anti-bonding |s〉 orbital characteristics
with the conduction band, again at k = 0. Orbital characteristics can
be assigned to high symmetry points in the zone on the basis of sym-
metry (Table 1.3). (Note that the Bloch function in eqn (1.53), which
is that for the two-band isotropic model, evidently has a bonding |s〉
character or an anti-bonding |s〉 character.) At other points of the zone
the orbitals become a mixture of |s〉 and |p〉 characteristics.

Returning to the question of spin–orbit splitting, we can write
eqn (1.54) as follows for a spherically symmetric field:

Hso = �
2

4m2c2

1
r

dV

dr
(r × p) · σ = λL · S (1.55)
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TABLE 1.3. Orbital character of Bloch functions.

Symmetry point Symmetry symbol Orbital character

 1 |s〉
(k = 0) 15 |px〉, |py〉, |pz〉

L,� L1 |s〉(
k = k〈111〉

)
L1

1√
3

∣∣∣px + py + pz

〉

L3

⎧⎪⎨
⎪⎩

1√
6

∣∣∣px + py − 2pz

〉
1√
2

∣∣∣px − py

〉

X,� X1
1√
2

(|s〉A + ∣∣px

〉
B
) (Atom A

Atom B

)
(
k = k〈100〉

)
X3

1√
2

(|s〉B + ∣∣px

〉
A
)

X5

1√
2

∣∣∣py − pz

〉
1√
2

∣∣∣py + pz

〉

From Bassani 1966.

where L is the orbital angular momentum operator, S is the spin an-
gular momentum operator, and λ = (dV/dr)/2m2c2r. Since L and S
combine vectorially to give a total angular momentum J we can write

J2 = L2 + S2 + 2L · S (1.56)

whence

〈L · S〉 = 1
2
〈J2 − L2 − S2〉

= �
2

2
{ j (j + 1) − l(l + 1) − s(s + 1)} . (1.57)

At the top of the valence band are three degenerate |p〉-like bands.
Thus l = 1 and j = 3

2 or 1
2 , since j = l ± s, and s = 1

2 for one
electron. For j = 1

2 , 〈L ·S〉 = −�
2, and for j = 3

2 , 〈L ·S〉 = +�
2/2. Thus

the states are split by an amount �0 proportional to 3
2�

2, the double
degenerate j = 3

2 state moving up �0/3 and the single j = 1
2 state

moving down by 2�0/3 (Fig. 1.8). The upper pair remain degenerate

Δ1

Δ1

2
Δ

Δ 3

L X�
FIG. 1.8.
Valence band with spin–orbit splitting.



14 Band structure of semiconductors

k k

FIG. 1.9.
Orbital characters of valence bands.

at k = 0 and each member retains an orbital characteristic which is |p〉
like with, for k 	= 0, lobes directed along mutually perpendicular direc-
tions which are themselves perpendicular to the k direction. However,
the split-off band assumes an orbital which is |p〉 like with a lobe along
the k direction when k 	= 0 (Fig. 1.9). When k 	= 0 the degeneracy
of the upper bands is removed by spin–orbit splitting, except for k
along the cube edge. The splitting is maximum along the 〈111〉 (�) dir-
ections and at L it is denoted by�1. If we take |p〉 orbitals at the L point
we obtain an identical splitting to that at , but since we have only two
|p〉 states and not three we must weight that splitting by a factor of 2

3 .
Thus �1 = 2�0/3, and one band moves up �1/2 and the other down
by �1/2 (Fig. 1.8). (In directions other than 〈100〉 and 〈111〉 the de-
generacy is removed not only by spin–orbit splitting but by the much
larger splitting of the cubic field.)

In silicon the lowest conduction band at  is triply degenerate like
the top of the valence band and is split only weakly by the spin–orbit
interaction. In other semiconductors the conduction band in the vicin-
ity of the gap exhibits non-degenerate valleys at , L, and � or X, all
of which have an orbital character which is |s〉 like.

1.9. Band structures

Electronic band structures have been calculated using various models:

1. linear combination of atomic orbitals (LCAO);
2. linear combination of molecular orbitals (LCMO);
3. free-electron approximations;
4. cellular methods;
5. muffin-tin potential (a) augmented plane wave (APW) and (b)

Green’s function;
6. orthogonalized plane-wave (OPW);
7. pseudopotential.

Models (1) and (2) are tight-binding approximations.
These methods are well reviewed in standard texts. In Figs. 1.10–

1.12 we give the results of pseudopotential calculations for Group
IV elemental, III–V compound, and II–VI compound semiconduct-
ors. Observed energy gaps at 300 K between the top of the valence
band and the , L, and X valleys in the conduction band for sev-
eral Group IV and III–V compound semiconductors are depicted in
Fig. 1.13.
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FIG. 1.10.
Band structures for (a) silicon, (b) germanium, and (c) α-tin. In the case of silicon two results are presented: the non-local
pseudopotential (solid curve) and the local pseudopotential (dotted curve). (From Chelikowsky and Cohen 1976.)
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FIG. 1.11.
Band structures of III–IV compounds: (a) GaP; (b) GaAs; (c) GaSb; (d) InP; (e) InAs; (f) InSb. (From Chelikowsky and Cohen 1976.)
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(continued).
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Band structures for (a) ZnSe and (b) CdTe. (From Chelikowsky and Cohen 1976.)
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FIG. 1.13.
Energies of , L, and X valleys above the valence band for some Group IV elements and III–IV compounds at 300 K: ◦,  valley; •, L
valley; ×, X valley.

The major points to be noted are as follows:

1. light atoms tend to have the X valley lowest in agreement with the
nearly-free-electron model;

2. heavy atoms tend to have small energy gaps;
3. polar materials tend to have larger energy gaps than non-polar

materials;
4. the energy gaps of polar materials tend to be direct gaps, i.e. at the

 point.
5. germanium is peculiar in having the lowest conduction valley at L.

1.10. Chemical trends

A semi-quantitative account of chemical trends in band structure can
be given on the basis of a model developed by Phillips (1968, 1973)
and Van Vechten (1969) which is very much in the spirit of Pauling’s
discussion of the nature of the chemical bond (Pauling 1960).

The energy gaps which are of most importance in semiconductors
are those between the valence band and the valleys in the conduction
band at the centre of the zone () and at the zone edge in the 〈111〉
direction (L) and in the 〈100〉 direction (X). These gaps are labelled E0,
E1, and E2 respectively (Fig. 1.14).

The absolute levels below the vacuum level are fixed by the valence
band energy at X, i.e. EX4. This point is distinctive as being at the centre
of a face in the Jones zone, and is an obvious candidate to be the central
strut about which the band structure is supported.
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Principal energy gaps (ignoring
spin–orbit splitting).

Increasing polarity causes bands to become narrower, and in the
limit to go to the free-atomic level. This level is therefore one which
is independent of polarity and about which the valence band broadens.
It turns out that EX4 is within 5 per cent of the ionization potential for
the free atom in the cases of silicon and germanium, and so is a good
choice to be the polarity-independent pivot for the band structure. It is
therefore assumed that

EX4 = EX4 (Si)

{
(dAdB)

1/2

dSi

}−S

(1.58)

where EX4(Si) is the silicon gap and dSi is its covalent interatomic
distance (2.35 Å). Since EX4 is observed to be close to the free-atom
ionization energy for silicon and germanium, it is taken to be a property
of the row of the periodic table to which the constituent atoms belong.
Thus dA and dB are the interatomic distances of the Group IV elements
in rows A and B, to which the constituent atoms belong, and these
distances are referred to as ‘normal’ covalent interatomic distances to
distinguish them from the actual ones found in compounds AB.

The other basic strut is the ionization energy I . The structure of
energy gaps implied by the nearly-free-electron picture (eqn (1.51))
suggests that an energy gap can be considered to be formed of two
components, a symmetric or homopolar part and an antisymmetric or
polar part. Thus

I2 = I2
h + C2 (1.59)

where Ih is the homopolar ionization energy and C is a polar contribu-
tion which is dependent on the difference between the electron affinities
of the two atoms in the unit cell. Values for C have been given by
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Van Vechten (1969). The purely covalent part is taken to depend upon
the observed nearest neighbour d as follows:

Ih = I(Si) (d/dSi)
−S . (1.60)

The absolute level of the valence band at L is simply assumed to be
the arithmetic mean of the energies at  and X, i.e.

EL1 = (I + EX4)/2 (1.61)

All energy gaps are then taken to be of the form of eqn (1.59)
provided that no d-band intrudes. A filled d-band affects E0 and E1
because the conduction band states with which these gaps are asso-
ciated have |s〉 orbitals which penetrate the atomic core, while the |p〉
orbitals of the valence states do not, and thus the gaps are sensitive to
the presence of a full d-shell. However, E′

0 and E′
1, which involve only

|p〉 orbitals which do not penetrate the core, are not affected. Although
the orbital character is |s〉 like for the X1 and X3 bands, it is only half as
strongly so as 1 or L1, and the effect of the d-band mixing is deemed
negligible for E2. Thus for the unaffected gaps we have equations of
the form

E2
2 = E2

2h + C2 (1.62)

but for E0 and E1,

E2
i =

(
E2

ih + C2
)

{1 − (Dav − 1) (�Ei/Eih)}2 i = 0, 1 (1.63)

Dav = (νADA + νBDB)/8 (1.64)

where νA and νB are the valencies of the two atoms, DA = 1 for rows up
to and including silicon, DA = 1.25 for the row containing germanium,
and DA = 1.46 for the row containing tin. Like the Eih, the �Ei depend
upon the nearest-neighbour distance in the usual way:

Eih = Eih(Si)
(

d

dSi

)−S

�Ei = �Ei(Si)
(

d

dSi

)−S

. (1.65)

Finally, the splitting of the conduction band at X in polar com-
pounds is taken to be simply related to the polar component of energy
C as follows (Fig. 1.14):

�X = 0.071C eV. (1.66)

The lower minima X1 correspond to Bloch functions with anti-nodes
at the anion site. Since the anion is more electronegative (Table 1.4) it
is more attractive for electrons. The higher minima X3 correspond to
Bloch functions with anti-nodes at the cation.

The foregoing equations provide a reasonably successful basis for
understanding the sources of variation of band structure and for pre-
dicting roughly the principal energies. Table 1.5 gives the various
quantities which appear, and these are plotted in Fig. 1.15. Table 1.6
gives the observed and calculated parameters for semiconductors with
diamond or sphalerite structure.
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TABLE 1.4. Phillips’ electronegativities.

I II III IV V VI VII

Li 1.00 Be 1.50 B 2.00 C 2.50 N 3.00 O 3.50 F 4.00
Na 0.72 Mg 0.95 Al 1.18 Si 1.41 P, 1.64 S 1.87 Cl 2.10
Cu 0.79 Zn 0.91 Ga 1.13 Ge 1.35 As 1.57 Se 1.79 Br 2.01
Ag 0.57 Cd 0.83 In 0.99 Sn 1.15 Sb 1.31 Te 1.47 I 1.63
Au 0.64 Hg 0.79 Tl 0.94 Pb 1.09 Bi 1.24

From Phillips 1973.

TABLE 1.5. Basic energies for predicting
chemical trends.

Parameter Value for Si
(eV)

Exponent S

Ih 5.17 1.308
EX4 8.63 1.43
E0h 4.10 2.75
E1h 3.60 2.22
E2h 4.50 2.382
E′

0h 3.40 1.92
E′

1h 5.90 1.67
�E0 12.80 5.07
�E1 4.98 4.97

From Van Vechten 1969.

Figure 1.16 shows the homopolar energy gaps between the top of
the valence band and each of the conduction-band valleys. These are
distinguished notationally from the gaps described above by the sub-
script g (although Eg = E0). These gaps apply directly only to silicon,
germanium, and α-tin. For silicon D = 1 and the smallest gap is the
indirect one to X. For germanium D = 1.25 and d-shell mixing has
reduced the gaps at  and L just enough to make the indirect gap to L
the smallest. For α-tin D = 1.46 and the direct gap undercuts the gap
at L. Figure 1.17 shows a similar set of curves for a polar material with
C = 3. The polar interaction enhances the gaps appreciably even in the
case of strong d-shell mixing.
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Homopolar energies. (Data from Van
Vechten 1969.)
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TABLE 1.6. Band-structure parameters of diamond and sphalerite structures.

Band gaps without spin–orbit splitting

Eg(eV) EgL(eV) EgX(eV)

Semiconductor a0(Å) C(eV) D Calc. Obs. Calc. Obs. Calc. Obs. �0(eV)

C 3.567 0 1.00 13.04 5.77 5.48 5.48 0.006
Si 5.431 0 1.00 4.10 4.08 1.87 1.04 1.13 0.044
Ge 5.657 0 1.25 0.96 0.89 0.61 0.76 0.84 0.96 0.29
Sn 6.489 0 1.46 0.13 0.1 0.18 0.3 0.35 0.48
BP 4.538 0.68 1.00 6.76 2.88 1.81 2.0
BAs 4.777 0.38 1.11
AlP 5.4625 3.14 1.00 4.6 3.7 2.4 0.06
AlAs 5.6611 2.67 1.11 3.05 2.9 2.26 0.29
AlSb 6.1355 3.10 1.19 2.67 2.5 2.39 2.0 2.15 1.87 0.75
GaP 5.4495 3.30 1.11 2.85 2.77 2.75 2.5 3.05 2.38 0.127
GaAs 5.6419 2.90 1.235 1.55 1.55 1.89 1.86 2.37 2.03 0.34
GaSb 6.094 2.10 1.325 1.00 0.99 1.17 1.07 1.36 1.30 0.80
InP 5.868 3.34 1.19 1.45 1.37 2.25 2.0 2.93 2.1 0.11
InAs 6.058 2.74 1.325 0.56 0.5 1.45 1.77 2.14 2.1 0.38
InSb 6.478 2.10 1.425 0.39 0.5 1.01 0.91 1.40 1.47 0.82
ZnS 5.4093 6.20 1.08 4.37 3.80 5.72 6.96 0.07
ZnSe 5.6676 5.60 1.175 3.37 2.9 4.26 5.82 0.43
ZnTe 6.101 4.48 1.235 2.72 2.56 3.64 4.26 0.93
CdTe 6.477 4.90 1.303 1.89 1.80 3.40 4.32 0.92

Spin–orbit splitting is readily incorporated. Following the discus-
sion in Section 1.8 we merely subtract �0/3 from the ‘unprimed’ gaps
(E0, E1, I) at  and L, and 2�0/3 from the ‘primed’ gaps (E′

0, E′
1).

1.11. k · p perturbation and effective mass

In practice the important regions of the band structure are those which
are most commonly populated by the mobile excitations of the crys-
tal: electrons in the lowest conduction-band valley and holes at the
top of the valence band. If we know the solution of the one-electron
Schrödinger equation at these points in the Brillouin zone it is pos-
sible to obtain solutions in the immediate neighbourhood by regarding
the scalar product k · p, where k is the wavevector measured from the
Brillouin zone point, as a perturbation.

Suppose that the eigenvalues and Bloch functions are known for all
bands at the centre of the zone (). The Schrödinger equation{

p2

2m
+
∑

l

V(r − Rl0)

}
unk(r)exp(ik · r) = Enkunk(r)exp(i k · r)

(1.67)
can be transformed to an equation containing only the periodic part of
the Bloch function by using p = −i�∇:{

1
2m

+ (p + �k)2 + V(r)
}

unk = Enkunk (1.68)
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where V (r) is merely a simpler notation for the periodic potential.
Provided that �k  p we can write eqn (1.68) as

(H0 + H1 + H2)unk = Enkunk (1.69)

H1 = �

m
k · p (1.70)

H2 = �
2k2

2m
(1.71)

and regard H1 as a first-order and H2 as a second-order perturbation.
To zero order

unk = un0

Enk = En0.
(1.72)
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To first order

unk = un0 + �

m

∑
m	=n

k · 〈m0|p|n0〉um0

En0 − Em0

Enk = En0 + �

m
k · 〈n0|p|n0〉.

(1.73)

Crystals with inversion symmetry, like silicon and germanium, have
similarly symmetrical Bloch functions. Since p is antisymmetric there
will be no first-order correction to the energy. Where inversion sym-
metry is lacking, as in the sphalerite and wurtzite structures, the
correction may be non-zero and a term proportional to k appears. This
indeed occurs at the top of the valence band and at the X point in
the conduction band in these materials, and results in a shift of the
extremum in k (Fig. 1.18).

However, there is always a first-order correction to the Bloch func-
tion. For example, the Bloch functions of the conduction band and
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valence band are respectively |s〉 like and |p〉 like and have a strong mo-
mentum matrix element connecting them. The second-order correction
is not as urgent for the Bloch function as it is for the energy.
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〈100〉

X
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E
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〈100〉

2π
a–0.15

FIG. 1.18.
Shifts in extrema caused by lack of
inversion symmetry: (a) top of valence
band; (b) camel’s back structure in the
conduction band near X (the broken
curves are for silicon).

To second-order the energy becomes, neglecting the first-order
correction,

Enk = En0 + �
2k2

2m
+ �

2

m2

∑
m	=n

∣∣k · 〈m0|p|n0〉∣∣2
En0 − Em0

. (1.74)

We can express this result in terms of an effective mass m∗ as follows:

Enk = En0 +
∑
i, j

�
2

2m∗
ij

kikj (1.75)

where

m

m∗
ij

= δij + 2
m

∑
m	=n

〈n0|pi|m0〉〈m0|pi|n0〉
En0 − Em0

(1.76)

and clearly m∗ is a second-order tensor. Once again we have an ex-
ample in eqn (1.76) of the repulsion of bands. A narrow gap between
the conduction and valence bands produces small effective masses.

Degenerate perturbation theory is necessary for the valence band.
The result near k = 0 at the  point, considering only the conduction
and valence bands, and neglecting terms linear in k is (Kane 1957)

conduction band

Eck = Eg + �
2k2

2m∗
c

m

m∗
c

= 1 + 2p2
cv

m

1
3

(
2

Eg
+ 1

Eg + �0

) (1.77)

heavy hole

Ev1k = �
2k2

2m∗
h

m

m∗
h

= 1 (1.78)

light hole

Ev2k = −�
2k2

2m∗
1

m

m∗
1

= 4p2
cv

3mEg
− 1 (1.79)

split-off

Ev3k = −�0 − �
2k2

2m∗
so

m

m∗
so

= 2p2
cv

3m(Eg + �0)
− 1

(1.80)

where pcv is the momentum matrix element between the conduction
band |s〉 and the valence band |p〉. For germanium 2p2

cv/m = 22.5 eV
and for GaAs 2p2

cv/m = 21.5 eV (Phillips 1973). When the effect of
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FIG. 1.19.
Constant-energy surfaces for valence
bands in the (x, y) plane.

more remote bands is included, the effective mass of the heavy-hole
band becomes negative, as in the case of the other two. The two valence
bands, which are degenerate at k = 0, have the form of warped spheres
(Fig. 1.19):

Ev1,2k = − �
2

2m

{
Ak2 ±

(
B2k4 + C2

[
k2

xk2
y + k2

yk2
z + k2

zk2
x

])1/2
}

.

(1.81)
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FIG. 1.20.
The non-parabolicity of the conduction
band of InSb. N(E) is the density of
states and E∗

g is the effective energy
gap equal to 0.23 eV at 0 K. (From
Ehrenreich 1957.)

For silicon A = 4.0, B = 1.1, and C = 4.1 which corresponds to a
heavy-hole mass of about 0.49m and a light-hole mass of about 0.16m.
For germanium A = 13.1, B = 8.3, and C = 12.5 which corresponds
to a heavy-hole mass of about 0.28m and a light-hole mass of about
0.044m.

The split-off band is spherical, as is the |s〉-like conduction band at
. However, away from k = 0 the bands become non-parabolic and
take the form (Fig. 1.20) (for �0 not too close to Eg)

�
2k2

2m∗ = γ (Ek) ≈ Ek

(
1 + αEk + βE2

k

)
(1.82)

α = 1
Eg

(
1 − m∗

m

)2

β = − 2

E2
g

m∗

m

(
1 − m∗

m

) (1.83)

The conduction-band valleys at L and X are prolate spheroidal, each
with the general form near the extremum

�
2k2

x′
2m∗

1
+

�
2
(

k2
y′ + k2

z′
)

2m∗
t

≈ Ek (1.84)

where k is measured from the minimum, x′ is along the principal direc-
tion of the prolate spheroid, and y′ and z′ are at right-angles. Silicon has
six equivalent valleys at points along the 〈100〉 directions distant from
the X points by 0.15(2π/a). For these m∗

1 = 0.98m and m∗
t = 0.19m.


