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c h a p t e r 1
.............................................................................................

INTRODUCTION
.............................................................................................

heiko narrog
bernd heine

Grammaticalization is believed to be a young sub-field of linguistics. As a

matter of fact, however, it is almost as old as linguistics, even if the term was

presumably coined only in 1912 by Meillet.1Many of the issues figuring in contem-

porary discussions on grammatical evolution were already discussed by German

19th-century linguists such as Bopp (1816; 1833), Wüllner (1831), or von der Gabe-

lentz (1961[1891]).

Modern studies in grammaticalization began in the early 1970s with the work of

Givón, who argued that in order to understand language structure one must know

how it has evolved. With his slogan ‘Today’s morphology is yesterday’s syntax’, he

opened a new perspective for understanding grammar (Givón 1971: 12; 1979; see

below). The first monographic treatments of grammaticalization were Lehmann

(1995a[1982]) and Heine and Reh (1982). But perhaps a milestone in the history of

modern grammaticalization studies can be seen in the symposium that Givón

organized at the University of Oregon in 1988, resulting in two volumes on the

topic (Traugott and Heine 1991a; 1991b). The two textbooks by Heine, Claudi, and

Hünnemeyer (1991) and Hopper and Traugott (1993) then cemented the status of

grammaticalization as an independent field of study within linguistics. Of similar

importance to the Oregon symposium is the series of bi-annual conferences that

Wischer initiated in Potsdam in 1999 and the publications resulting from this

1 For accounts on the history of grammaticalization studies, see Lehmann (1995a[1982]); Heine,

Claudi, and Hünnemeyer (1991); Hopper and Traugott (2003).



meeting (Wischer and Diewald 2002), as well as from subsequent meetings

(Fischer, Norde, and Perridon 2004; López-Couso and Seoane 2008).

Since roughly the beginning of this century, grammaticalization studies have

entered a new phase of development. On the one hand, they were subject to serious

criticism (especially Newmeyer 1998; Campbell 2001a; Joseph, Chapter 16 below);

on the other hand, they experienced an enormous expansion. Having been restrict-

ed primarily to core grammatical, semantic, and pragmatic analysis in the 20th

century, they now attract interest in a wide array of related fields of linguistics, such

as corpus linguistics, phonology, language acquisition, and sociolinguistics. Fur-

thermore, while grammaticalization was initially practically exclusively the domain

of functionally oriented scholars, it has increasingly been recognized as an impor-

tant research topic by formal linguists as well. Moreover, grammaticalization

research has spread beyond the traditional centres of linguistics to regions such

as East Asia and South America. Facing this increasing expansion and diversifica-

tion, we as editors believed that now would be a good point in time to take stock of

the current state of grammaticalization studies, and simultaneously uncover possi-

ble directions for future research in this field.

1 . DEFINITIONS
................................................................................................................

Currently a wide range of approaches and theoretical orientations are in some way

or other based on a grammaticalization perspective. This diversity is associated

with a variety of different views on how this phenomenon should be defined.

Going through the chapters of this volume, the reader will notice that grammati-

calization is far from being a uniform concept, and various definitions have been

proposed.

One kind of definition relies on pragmatic functions of linguistic material.

Harder and Boye, for example, invoke the notion of competition for discourse

prominence, and propose to define grammaticalization as ‘diachronic change

which gives rise to linguistic expressions which are coded as discursively secondary’

(Chapter 5). And Nicolle concludes that what defines grammaticalization is the

addition of procedural information to the semantics of an expression. In his

approach, lexical items encode conceptual information, while discourse markers,

pronouns, and tense, aspect, and modality markers encode procedural information

(Chapter 32). Another aspect of grammaticalization concerns the frequency of use

of linguistic material. In some of the definitions provided, frequency is portrayed as
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one of the driving forces, or the driving force of grammaticalization (see especially

Chapter 6 by Bybee). We will return to this issue below.

On the other hand, there is also the view that grammaticalization concerns

anything that relates to grammar. For Frajzyngier, for example, the term stands

simply for any coding of a function within the grammatical system of a language

(Chapter 51). Depending on which definition is employed, there are great differ-

ences with respect to the phenomena to be considered. In extremely general

definitions, such as that proposed by Frajzyngier, for example, diachrony is not

a major issue, and the ‘sources’ of grammaticalization are not restricted to lexical

and other form–meaning units but also include tone, intonation, phonological

changes affecting segments, linear order, and position. Still, when controversies

arise many scholars agree in draw attention to the classic definition by Kuryłowicz

to help settle the issue of what should be subsumed under the rubric of gramma-

ticalization:

Grammaticalisation consists in the increase of the range of a morpheme advancing from a

lexical to a grammatical or from a less grammatical to a more grammatical status, e.g. from

a derivative formant to an inflectional one. (Kuryłowicz 1975[1965]: 52)

For most students of the field, grammaticalization is understood to be a diachronic

process and, hence, findings can be verified or falsified by means of historical

evidence. But it is also possible to analyse grammaticalization phenomena within

a synchronic framework. This is demonstrated in particular by Langacker in

his Cognitive Grammar account of a range of instances of grammaticalization

(Chapter 7). As this volume suggests, there is no single approach or model that is

predestined more than others to deal with grammaticalization phenomena, or that

would account for all phenomena better than any other approach. To be sure, the

questions asked differ from one approach to another and the answers given to

central questions are not the same across the different approaches; but these

answers are in most cases compatible with one another.

2 . DELIMITING THE FIELD
................................................................................................................

Each approach or ‘school’ of linguistics has its preferences as to the kind

of linguistic phenomena that it is concerned with, and with respect to the way

that it demonstrates its strengths and the advantages it offers over alternative

approaches. Studies in grammaticalization also have their preferences. One note-

worthy preference appears to be working on English and employing the English

be-going-to future as a paradigm case of grammatical change. In a number of
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chapters, especially that by Bisang (Chapter 9), it is argued, implicitly or explicitly,

that there is a need to take account of the typological diversity of the world’s

languages, more so than has been done in the past. This call for more diversity in

the object of research is partially reflected in the design of this handbook, especially

in Part V, which contains articles on a wide variety of languages, also outside the

Indo-European area.

The flip side of the question of how to define the phenomenon is of course: what

counts as an instance of grammaticalization and what does not? One of the areas

where this question has been hotly debated is that of discourse markers or particles

(see e.g. Onodera in Chapter 50). Can they, or at least part of them, be described

exhaustively within the framework of grammaticalization theory? Or, is a separate

framework of ‘pragmaticalization’ required, as has been argued ever since Erman

and Kotsinas (1993; Aijmer 1997: 2) proposed this term? Is it desirable to draw a

boundary between ‘sentence-grammatical phenomena’, to be treated under the

rubric of grammaticalization, and ‘discourse-pragmatic phenomena’, which are

the subject matter of pragmaticalization studies (Günthner and Mutz 2004)?

Diewald (Chapter 36) argues that it is possible to treat pragmaticalization as a

sub-process of grammaticalization. Note that already in 2000, Wischer (2000: 359)

had proposed to treat the two as subtypes, referring to pragmaticalization as

‘grammaticalization on the text or discourse level’ and to orthodox grammatica-

lization as ‘grammaticalization on the propositional level’. Both processes have in

common that language material undergoes recategorialization by changing from a

more open to a closer categorial system. It is therefore obvious that grammatica-

lization theory provides a principled tool to bridge the boundary between two

domains of linguistic analysis that tend to be treated as distinct, namely grammar

and pragmatics. This is a point also brought home in much detail in a recent book

publication by Ariel on the topic (2008).

More general, and this is an issue that comes up in a number of chapters, is the

question of where the limits of grammaticalization lie. For example, is grammati-

calization restricted to oral and written languages, or does it show up in other

modalities of human communication as well? As Pfau and Steinbach show in

Chapter 56, the behaviour of grammaticalization in sign languages is largely similar

to that in oral languages. To be sure, there are modality-specific differences. For

example, in both kinds of modalities there are auxiliaries. However, whereas in

spoken and written languages there is a major pathway from lexical verbs to the

functional categories of tense, aspect, and modality (Bybee, Pagliuca, and Perkins

1994), in sign languages it is not only verbs but also nouns and pronouns that may

give rise to auxiliaries.

There is reason to assume that grammaticalization most commonly arises in

spoken, rather than in written language use. However, as Narrog and Ohori show

Chapter 64, Japanese provides a number of examples where grammaticalizationwas

triggered by the written rather than the spoken language, especially via translation.

4 heiko narrog and bernd heine



Strikingly similar developments have also been reported from European languages

(see Heine and Miyashita 2008b).

On a more fundamental perspective, there are general human strategies, or

mechanisms, that have been invoked for describing, delimiting, and understanding

grammaticalization, such as analogy, reanalysis, generalization, or creativity; see

especially Traugott (Chapter 2) and Fischer (Chapter 3). Among these conceptual

mechanisms, reanalysis is one of the most frequently cited. But the significance of

this notion has been challenged. Fischer, for example, argues that reanalysis is not

something that speakers or hearers do. Rather, it is a concept of the analyst that is,

at least with reference to language processing, being based on our ability to

analogize (Chapter 3). Humans are analogical animals, as Anttila (2003: 438) puts

it, but they also reanalyse the material they dispose of. They generalize, and they

use linguistic forms and constructions creatively for novel purposes. The question

then is: to what extent are these notions helpful for understanding or for defining

grammaticalization, and, is any of these more relevant than others? Many different

answers are volunteered in the following chapters, reflecting the conceptual diver-

sity that characterizes the field of grammaticalization.

3 . CENTRAL ISSUES
................................................................................................................

Since the late 1990s, studies in grammaticalization have been the subject of critical

discussions. Perhaps the most serious claim, first made by Newmeyer (1998) and

taken up in this volume by Joseph in Chapter 16, is that grammaticalization is not a

distinct process but merely represents a combination of independent linguistic

processes (see also Campbell and Janda 2001, as well as the other contributions to

Language Sciences 23.2–3). Another problem concerns what is most commonly

referred to as ‘degrammaticalization’. Central to the problems of defining and

delimiting grammaticalization is the question of what to do with what Hilpert

calls ‘developmental U-turns’ and other cases of degrammaticalization (Chapter

58); for some examples, see Narrog and Ohori’s analysis of Japanese (Chapter 64).

On the basis of detailed analysis, Norde concludes that while changes classified as

degrammaticalization challenge the unidirectionality hypothesis, they also lend

support to it in affirming it as a strong directional tendency in grammatical change

as quantitatively limited exceptions (Chapter 38; see Norde 2009a for more details).

That there is need for much further analysis of cases of suspected degrammatica-

lization, and more generally of degrammaticalization as such, is shown convinc-

ingly in Chapter 14 by Börjars and Vincent.
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It may be useful to distinguish between two kinds of approaches to grammatical

evolution. On the one hand there are approaches that focus on the initial phase

leading from non-grammatical, lexical structures to grammatical, non-lexical

structures. On the other hand there are also approaches that concentrate on a

more advanced phase of the process relating to bound, typically inflectional

structures, and the development of further advanced and abstract grammatical

functions. An overview of the findings presented in this volume suggests that the

kind of generalizations proposed are not the same, depending on which of

the phases is highlighted by a given author (see e.g. the discussion in Chapter 5).

Another issue that comes up in many chapters concerns the motivation(s) of

grammatical change, and here a wide spectrum of views are voiced. At one end

are adherents of schools of functional linguistics invoking discourse pragmatic

and/or semantic principles. At the other end are students of generative models

who tend to hold innate principles in children responsible for grammaticalization

(see especially Chapter 4 by van Gelderen). What the two have in common is that

both assume that, across languages, grammatical change is directional, leading, for

example, from lexical to functional categories or structures, Hence there must be

universal principles underlying them. Grammaticalization and generative gram-

mar have had, as van Gelderen observes, ‘an uneasy relationship’, but due to the

introduction of functional categories in the late 1980s and features in the 1990s, it

has become possible to account for gradual unidirectional change in a generative

framework.

Another central topic of linguistic theory concerns the nature of linguistic

categories, and this is an area where the contribution of grammaticalization studies

may have been of particular importance. When Ramat observes in Chapter 40 that

it is not always easy to distinguish morphologically between adverbs and nouns or

adjectives, or between adverbs, prepositions, and conjunctions, this points to an

area where work on grammaticalization has come up with a range of new findings:

clines (Hopper and Traugott 2003) or chains of grammaticalization (Heine 1992)

are some of the constructs that have been proposed to describe and account for the

overlapping nature of syntactic or morphological categories. That grammatical

forms and constructions are best analysed as gradient categories is suggested in a

number of chapters; Brinton, for example, presents evidence for a gradience view

of lexicality and grammaticality in her discussion of English complex predicates

(Chapter 45), and Krug concludes in his analysis of auxiliation and categorization

in the domain of tense, aspect, and modality that ambiguous cases are the norm

rather than the exception and that the borderline between lexical and grammatical

items will always remain arbitrary to some extent (Chapter 44).

Syntax andmorphology are in many theoretical frameworks of linguistics treated

as phenomena belonging to distinct domains of analysis; still, it is well known to

students of grammaticalization that it is hard to trace a clear boundary between

the two. But the problem is even more serious than has previously been thought.
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Haspelmath argues in Chapter 27 that, ‘the non-coincidence of the various criteria

for syntactic vs. morphological status makes the very idea of a syntax/morphology

distinction highly doubtful. Combinations of signs have different degrees of

tightness, and it is not at all clear that this continuum can usefully be divided into

two parts (syntax vs. morphology) or three parts (free words vs. clitics vs. affixes).’

One of the issues raised by Haspelmath, the categorial status of case marking in

Hungarian, is also highlighted in König’s discussion (Chapter 41): is Hungarian a

language without case system or with an extremely rich case system?

This raises the question of whether students of linguistic analysis should decide

on models that aim at accounting for the gradual nature of grammatical categories

rather than insisting on classical models of discrete categorization in terms of

necessary and sufficient criteria. Even if one were to decide on answering this

question in the negative, Krug maintains in Chapter 44 that grammaticalization

studies are helpful in improving the basis for decisions on where to draw relevant

lines between categories.

Two other issues have figured prominently in earlier studies. One concerns the

role of iconic coding, which is discussed by Haiman in Chapter 37, leading to

the question: does iconicity influence grammaticalization processes? The second

issue, one that has now attracted renewed attention, concerns what is commonly

known as ‘the linguistic cycle’. That certain linguistic developments are cyclical has

been claimed by scholars almost as long as linguistics exists as an independent

discipline. In the history of grammaticalization studies, this claim has been put

forward in various formats, perhaps the best-known being Givón’s cycle (1971; 1979:

209), reproduced in (1).

(1) Discourse > Syntax > Morphology > Morphophonemics > Zero

To what extent is grammatical evolution cyclical? This question is addressed in

several of the chapters. A much-debated case of cyclicity relates to negation and

concerns what is widely known as Jespersen’s Cycle; an analysis of this phenome-

non, as well as that of a negative-existential cycle, is discussed by Mosegaard

Hansen in Chapter 46. Another kind of cycle concerns the rise and fall of gram-

matical subject and object agreement, which is van Gelderen’s topic in Chapter 39.

The same author has recently edited a whole volume on the topic of cyclicity (van

Gelderen 2009).

Another feature that has received some attention concerns the behaviour of

scope. Does grammaticalization entail a decrease in the scope that the entities

concerned experience—hence, can scope be taken to be adopted as a definitional

property (cf. Lehmann 1995a[1982])? This issue is addressed in some of the

chapters; Hengeveld in particular maintains that the diachronic development

of expressions for tense, aspect, and mood leads from lower to higher scope

(Chapter 47). The same stance is basically taken in generative grammar, which

conceives of grammaticalization as ‘category climbing’, or in terms of Late Merge
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(cf. Roberts and Roussou 2003; van Gelderen 2004; Chapter 4 below). As has been

pointed out however by some authors, for example by Norde in Chapter 38, scope

is a problematic parameter. After all, the directionality of change with respect to

scope largely depends on the particular notion of scope, and on the domain of

grammar that it refers to.

Among the general questions that have so far not received the kind of attention

they deserve is the following: how long does a grammaticalization process need to

take its course? That such a process does not happen overnight is beyond any

reasonable doubt. But what is the minimum and the maximum time required?

Studies of pidgins and creole languages suggest that new grammatical categories

can arise within less than a century. At the other end, however, there are also

examples to show that the evolution of a category can extend over more than a

thousand years. As Deutscher shows in Chapter 53, it took nearly two millennia for

a fully independent speech-introducing clause (‘this is what X said’) to gramma-

ticalize into an obligatory quotative marker in Accadian. Furthermore, there is the

question of how human languages evolved. Once an issue that was ignored or

avoided by linguists for over a century, language evolution has recently become a

hotly contested subject matter in some schools of linguistics. Smith in Chapter 12

argues that studies in grammaticalization can make a significant contribution to

reconstructing the genesis and development of human language (see also Heine

and Kuteva 2007). This is also a central issue in Dahl’s discussion of how gram-

matical change relates to linguistic complexity. Approaching grammaticalization

from the vantage point of complexity studies and distinguishing between system

complexity and structural complexity, he is able to establish a number of correla-

tions, for example between non-linearity and high degree of grammaticalization

(Chapter 13).

Finally, the volume is also concerned with a question that some might consider

central in understanding grammatical change, but one that has also been discussed

controversially: how does grammaticalization relate to first language acquisition?

Does language acquisition recapitulate the diachronic evolution of grammar, as

some have argued, or does grammaticalization originate in changes in child

language? As Diessel argues on the basis of solid evidence from both domains,

both questions have to be answered in the negative (Chapter 11). The two devel-

opments are in principle independent of each other. There is no causal link

between them. Children seek to uncover the meanings of existing expressions.

Grammaticalization, by contrast, involves the creation of novel meanings. Never-

theless, Diessel concludes that, while morphosyntactic and phonological changes

in particular are different in language acquisition and in grammaticalization, the

semantic and pragmatic developments of grammatical markers are based on

the same mechanisms of categorization. In both cases, they are grounded in general

perceptual and cognitive principles of the human mind.
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4 . DOMAINS AND STRUCTURES
................................................................................................................

What is the primary target of grammaticalization processes: meaning, form, or

structure? Are the units to which grammaticalization applies lexical or non-lexical

items, constructions, or more generally, collocations of meaningful elements?

These questions cannot be decided a priori but are necessarily linked to the

particular theoretical framework within which they are raised. The issue of form

vs. function is perhaps most relevant when grammatical change is viewed from the

perspective of construction grammar. As Gisborne and Patten argue convincingly,

the ‘constructional change’ of two constructions looked at in their Chapter 8 shares

a number of properties with canonical processes of grammaticalization involving

lexical items. Note that, like many (though not all) versions of grammaticalization

theory, constructional models assume that lexicon and grammar form a continu-

um, and that grammatical change is gradual and incremental and leads to an

increase in productivity and schematicity. It would seem that one either follows

Noël (2006) in maintaining that schematization in constructions and grammati-

calization are two different types of change, or one searches for an overarching

theoretical framework that encompasses both. The case of the grammaticalization

of quotative markers, as presented by Deutscher (Chapter 53) seems to provide

support for the second approach. Deutscher suggests that speech-introducing

clauses rather than verbs such as ‘say’ or particles such as ‘like’ are the source

material on which the path to the development of quotative markers is constructed.

The lexical sources are only relevant in as far as they are used inside such a clause.

The nature of the process from lexical or less grammaticalized to more gram-

maticalized structures is a topic in many of the following chapters. One salient

direction in grammaticalization leads from more concrete to more abstract mean-

ings, as shown, for example, by Eckardt with reference to the emergence of scalar

degree modifiers (Chapter 31). That such semantic processes need not be confined

to one particular morphological category, such as the verb, is demonstrated by

Ziegeler in her analysis of modality, where she argues in favour of what she calls a

“more holistic semantic approach” to the study of modality (Chapter 48).

There are certain grammatical categories that time and again can be traced back

mainly to one particular conceptual source only, while others derive from multiple

conceptual sources. Both kinds of process are represented in this volume. The

evolution of definite articles is of the former type, as De Mulder and Carlier show

in Chapter 42. Many contributions to this volume observe that for most functional

categories there is not just one source but an entire pool of different sources of

grammatical development. Evidentials, for example, may not only come from

grammaticalized verbs but may also go back to locative and deictic markers or

members of other word classes (Chapter 51). The genesis of passive markers and

introduction 9



constructions can be due to an even larger range of pathways (see Chapter 43 by

Wiemer; see also Haspelmath 1990).

Grammaticalization takes place in discourse, and its most obvious outcome is to

be found in morphology. Syntax, by contrast, is a domain that some do not

centrally associate with grammaticalization theory. That such a view is in need of

revision is demonstrated in a number of chapters. One of them is DeLancey’s

Chapter 29, where it is shown that grammaticalization theory is one of the two

essential components of the functional-typological approach to syntax. Gramma-

ticalization, DeLancey states, ‘is not simply a mechanism by which morphological

structure develops, it is the constant, universal tendency of language out of which

all structure arises’. And in fact, for quite a number of students of grammaticaliza-

tion, syntax is a central field of research. Therefore it is hardly surprising that there

is a range of chapters in this volume analysing syntactic phenomena, like word

order in Chapter 30 by Sun and Traugott.

A large part of research on grammaticalization relates to the interface area

between semantics and pragmatics, and even approaches that focus on semantic

issues tend to include a pragmatic component in addition, as can be seen for

instance in Chapter 31 by Eckhardt. Of central importance for this issue is the

following question, raised especially by Nicolle (Chapter 32): What is the contri-

bution of context as opposed to inferential mechanisms in the rise of new gram-

matical meanings and constructions?

Another issue raised in a number of chapters concerns the question of whether a

given phenomenon really qualifies as an instance of grammaticalization. Otherwise

it may be more appropriately treated within some alternative field of analysis, or it

may be best analysed as being located at the interface of two or more different fields

of study. A paradigm example of an interface area concerns the relationship

between grammaticalization and lexicalization. Having long been neglected as a

distinct research field, lexicalization attracted considerable research between 2002

and 2005, where the central question was one of delimitation: where does gram-

maticalization end and lexicalization begin? We now know much more about the

different manifestations of lexicalization processes, but, as Lightfoot observes in

Chapter 35, the challenge remains for examining lexicalization in relation to

grammaticalization.

Another interface area relates to the structure of predication. One of the test

cases analysed in this volume concerns complex predicates in English, such as have

a drink, make a call, give advice, which have been discussed in terms of lexicaliza-

tion and idiomaticization. As Brinton shows convincingly, one type of complex

predicates that involves the English light verbs make, take, give, have, and do

exhibits changes that are characteristic of grammaticalization, being instances of

grammaticalized phrasal constructions (Chapter 45).

Clause combining has attracted considerable attention in studies of grammatical

change, and most aspects of combining are treated in the present volume.
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Clause subordination is discussed most of all by Ohori (Chapter 52), but coordi-

nation of clauses is also well represented, being in particular the subject of

Giacalone Ramat and Mauri’s Chapter 54. While there is the issue of how conjunc-

tions and other elements of clause combining may arise, there is also the issue of

what can happen further to such elements. Some new lines of research have shown

that complementizers and other clause connectives can become final particles, for

example, of utterances. Thompson and Suzuki demonstrate in Chapter 55 that this

is potentially a cross-linguistically regular process.

One domain that has, conversely, been somewhat neglected in past work is that

of personal deixis. Personal pronouns, and more generally person markers, belong

to the most conservative parts of grammar. Most of them are etymologically

opaque. That speakers may create more than one new category of personal deixis

is shown by Martelotta and Cezario in Chapter 60 on Brazilian Portuguese.

Another domain that so far has perhaps not received the kind of attention it

deserves is parenthetical constructions. This fairly new research topic appears to

have many implications for the study of grammaticalization phenomena. Processes

such as the rise of new discourse markers or particles are considered by some to be

a test case for defining the limits of grammaticalization. Among the phenomena

discussed by Hilpert (Chapter 58) are conjunctions in Germanic languages that

come to be used outside their typical syntactic context, and undergo decategor-

ialization. This is manifested in the development of independent intonation, strong

restrictions on the initial or final position, and a replacement of earlier grammati-

cal meanings with discourse-pragmatic functions.

There are many different ways of explaining linguistic phenomena. Yet, when it

comes to finding answers to the question of why languages are structured the way

they are, grammaticalization studies provide insights that are indispensible for

providing a satisfactory explanation. Mithun (Chapter 15) demonstrates how they

help in understanding the morphosyntactic structure of extremely complex lan-

guages such as Navajo and other Athapaskan languages. Showing that the ordering

structure of the Navajo verb structure was built up in stages over time via principles

of grammaticalization, she is able to account for a number of morphosyntactic

issues that have plagued preceding analyses of this language for decades. She rightly

emphasizes that work on grammaticalization cannot replace synchronic language

description. At the same time, she also points out that this work may, for example,

lead to the conclusion that it is no longer necessary to decide whether a given

morpheme is actually ‘lexical’ or ‘grammatical’, or whether subject and objects

prefixes are ‘really agreement’ or ‘really pronouns’.

Grammaticalization theory can also shed light on the distinction between

polysemy and homonymy. For example, there are languages where one and the

same item serves on the one hand as both a passive and a causative marker and on

the other hand as a lexical verb for ‘to give’. As Chappell and Peyraube show in

Chapter 65, this situation is in no way odd or peculiar. Rather, it can be accounted
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for with reference to the grammaticalization processes that gave rise to it. Whether

such situations should be treated as instances of polysemy or homonymy is a

question that is notoriously controversial in linguistics. It is obvious, however,

that from the perspective of grammaticalization theory they qualify as instances of

heterosemy (Lichtenberk 1991), being the result of polygrammaticalization (Craig

1991), where there was one lexical structure that has given rise to different lines of

development. Polysemy, or heterosemy, is in fact an area where grammaticalization

studies provide both an important tool of analysis and some explanatory potential,

and polysemy is also the focus of research on semantic maps. The question of how

grammaticalization paths relate to (synchronic) polysemy as represented in seman-

tic maps is a main topic of Chapter 25 by Narrog and van der Auwera.

In addition to the question of how grammaticalization can contribute to under-

standing the nature of language structure, there is also the question of what

explains grammaticalization itself. While a range of different stances is voiced

in this volume, two of them appear to be particularly prominent. On the one

hand, there are explanatory approaches associated with what may be called the

construction grammar paradigm that invoke frequency of use as one of the main

forces, or the main force, driving grammaticalization, if not linguistic change in

general. In the tradition of Bybee and Hopper (2001; see also Chapter 6), Torres

Cacoullos and Walker, for example, define grammaticalization as the set of gradual

semantic and structural processes by which constructions involving particular

lexical items are used with increasing frequency and become new grammatical

constructions, following cross-linguistic evolutionary paths (Chapter 18). On the

other hand, there are also approaches that highlight the speaker’s communicative

motivations and the way in which linguistic material is manipulated for finding

optimal rhetorical solutions (see Chapter 33 by Waltereit).

One of the main challenges facing students of grammaticalization is the question

why grammatical development is, at least to a large extent, unidirectional. Various

ways have been proposed to explain unidirectionality. In generative linguistics,

unidirectionality has been explained with reference to universal principles such as

Late Merge, ultimately relating to the principle of Economy (van Gelderen 2004;

Chapter 4). On the other hand, it is argued by Fischer (Chapter 3) that unidir-

ectionality is not something necessarily intrinsic to grammaticalization on the

speaker–listener level. In the usage-based model of Bybee (Chapter 6), it is fre-

quency of use that plays a central role. It is only when increases in frequency spur

all the mechanisms to work together, she maintains, that we recognize an instance

of grammaticalization: ‘Changes related to increases in frequency all move in one

direction and even decreases in frequency do not condition reversals: there is no

process of de-automatization or de-habituation, subtraction of pragmatic infer-

ences, etc. Once phonetic form and semantic properties are lost, there is no way to

retrieve them. Thus grammaticization is unidirectional.’
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Rather than simply frequency of use, some students of discourse analysis see

conversational routines as being central for the development of unidirectionality.

Such routines have the effect that, for example, two or more independent units

of language structure or meaning grow together into a single grammatical con-

struction with interdependent, integrated components (see Couper-Kuhlen in

Chapter 34).

5 . STUDIES ACROSS THE WORLD
................................................................................................................

Principles of grammaticalization have been claimed to apply to languages across

the world irrespective of genetic or areal affiliation, and the question is whether this

is appropriately reflected in the present volume. Unfortunately, the answer is not an

unequivocal ‘yes’. As in grammaticalization studies in general, there is clearly a bias

towards the major languages of the world. English in particular enjoys a privileged

status, both in the discussions and in the exemplifications to be found in the

chapters. While a number of chapters are devoted primarily to languages of

European origin, the linguistically most complex regions of the world are clearly

under-represented. There is only one chapter devoted to the 2,000-odd African

languages (Chapter 57 by Heine), but other regions also showing a remarkable

linguistic diversity, such as New Guinea, South America, or Australia, have not

found the kind of attention they deserve. The reasons for this are obvious. Gram-

maticalization studies have traditionally focused on European languages, and to

a lesser extent also on languages of Eastern Asia, i.e. Chinese (Chapter 65 by

Chappell and Peyraube), Korean (Chapter 63 by Rhee), and Japanese (Chapter 64

by Narrog and Ohori). With respect to research on grammaticalization, languages

in these areas are naturally at an advantage in the sense that they are historically

relatively well documented. In contrast, relatively little information is available on

grammaticalization processes, for example, in Papua New Guinea or Australia.

Work on grammaticalization thus shows a strong bias in favour of a few

languages, while in most regions of the world this is a recent and yet underexplored

field of study. On the other hand, there are also earlier academic traditions dealing

with issues of grammatical development under a different heading, or under

different theoretical premises. This is especially, but not only, the case in countries

having a long tradition of written language use. In Korea, for example, such studies

can be traced back to the 1960s (see Chapter 63). But even on a continent like

Africa, studies in grammaticalization meanwhile have a history of roughly thirty

years (Chapter 57). A large number of scholars around the globe now devote their

work to issues of grammaticalization, thereby contributing to our knowledge of the
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typological diversity of grammatical change. This is reflected in particular

in chapters such as that of Johanson on Turkic languages (Chapter 62), Wiemer

on Slavic languages (Chapter 61), or Martelotta and Maura Cezario on Brazilian

Portuguese (Chapter 60).

Note that grammaticalization processes usually concern individual categories or

constructions of a language rather than languages as a whole. That it is nevertheless

possible to determine the profile of grammaticalization for entire languages is

claimed by De Mulder and Lamiroy in their comparative study of Romance

languages (Chapter 24).

6 . NEW TOPICS AND FIELDS
................................................................................................................

As observed above, grammaticalization has more recently become the target of new

fields of analysis. One of those new and promising fields can be seen in prosody. As

Wichmann points out in Chapter 26, segmental attrition tends to be seen as a

typical feature of grammaticalization, but she finds that it is a partial and secondary

phenomenon, while the primary phenomenon is prosodic. The primary effect of

frequency and habituation, she suggests, is not segmental attrition, but prosodic

erosion or loss of prominence.

Grammatical change begins with individual speakers and affects specific social

groups before it spreads to other individuals and social categories of speakers.

While this is intuitively clear to students working in this field, work on the

individual and the social dimension of grammaticalization has so far not received

the attention it deserves. We are therefore glad that both dimensions are being

considered in the present volume. That individuals provide the very first occur-

rences of phenomena that eventually develop into changes in language is pointed

out above all in Chapter 20 by Raumolin-Brunberg and Nurmi. At the same time,

these authors observe that processes of grammaticalization tend to be slow, making

it difficult to observe them in an individual’s linguistic practices over her or his

lifetime.

Much of the information on grammaticalization that is available is based on the

analysis of standard languages or linguistic systems that are portrayed as being

fairly uniform, while there is little information on how grammatical evolution

relates to dialectal and demographic variation. Impressive insights into this issue

can be found in recent sociolinguistic work, as discussed by Nevalainen and

Palander-Collin in Chapter 10, or in the treatment of English non-standard vari-

eties by Kortmann and Schneider (Chapter 21).
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A question that is of interest in any academic discipline but that appears to be

particularly relevant to grammaticalization studies is the following. What counts as

evidence to support one’s hypotheses and generalizations? Since grammaticaliza-

tion is a diachronic process, evidence should first and foremost consist of historical

‘facts’. In this respect, students working on languages for which substantial written

records on their earlier stages of development exist are in an ideal position. This

becomes especially clear in the contributions on languages such as Chinese, as

Chappell and Peyraube show in Chapter 65, or Ledgeway in his contribution on

Latin and the Romance languages (Chapter 59). Languages without any written

documents offer a less enviable prospect for finding appropriate empirical

evidence.

Larger text samples and quantitative approaches are increasingly valued in the

search for appropriate evidence. This development is reflected in many of the

chapters. Clearly, research in grammaticalization increasingly relies on methods

of analysis that allow for quantitative generalizations, most of all on corpus

linguistics. Here the motto is: the larger the corpus is, the more likely that it will

allow for a comprehensive analysis of the dynamics of linguistic change. Mair

observes, for example, that small corpora may be sufficient to study grammatica-

lization of high-frequency core-grammatical categories, but they are insufficient

when it comes to rarer phenomena, such as certain types of clausal subordination

(Chapter 19).

Use of quantitative data, though, already has a distinguished tradition outside

grammaticalization studies, concerning topics that are nevertheless relevant to

grammaticalization. This is the case, for example, in work carried out by students

of variation theory that seek to explain why one form is chosen over another to

signal the same meaning or function in a given context. As Poplack shows in

Chapter 17, variation theory can shed light on ongoing processes that are not within

the scope of orthodox grammaticalization theory. Language change is commonly

classified into whether it takes place entirely within a given language (i.e. internal

change) or is influenced or caused by contact with other languages (external

change). Grammaticalization, then, tends to be viewed as a paradigm case of

internal language change. As more recent research has demonstrated, however,

this view is in need of reconsideration. A large body of data shows that gramma-

ticalization can be induced by language contact. A striking example is provided by

the domain of evidentiality. For example, Aikhenvald observes that language

contact and areal diffusion provide a major motivation for developing an evidenti-

ality system and, consequently, grammaticalized evidentials are a feature of many

linguistic areas (Chapter 49).

As is argued by Heine and Kuteva (2005; see also Chapter 23), cases of contact-

induced grammatical change are shaped essentially by the same mechanism as

grammaticalization processes not affected by language contact. While grammati-

calization exhibits the same kind of unidirectional behaviour irrespective of
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whether or not language contact is involved, Matras rightly insists that there is need

for an overriding framework of language convergence, where grammatical change

is viewed as internal to the individual speaker’s language processing. In such

a framework, he argues, contact-induced grammaticalization is merely a sub-

category, even if an indispensable one (Chapter 22).
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c h a p t e r 2
.............................................................................................

GRAMMATICALIZATION

AND MECHANISMS

OF CHANGE
.............................................................................................

elizabeth closs traugott

Debates concerning the relationship between grammaticalization and three

mechanisms of change that are often associated with it are discussed: reanalysis,

analogy, and repetition. It is argued that although reanalysis requires discreteness,

it does not necessarily involve a ‘saltation’, and that a distinction should be made

between mechanisms and motivations, hence analogical thinking should be distin-

guished from analogical change.

1 . INTRODUCTION1
................................................................................................................

Research on ‘mechanisms’ of change seeks to answer the question how one gets

from one mental representation of a given expression to a different one.2

1 Parts of this paper draw on Traugott and Trousdale (2010). Thanks to Chaofen Sun and an

anonymous reviewer for comments on earlier drafts.

2 While the hypothesis that mechanisms, especially reanalysis, operate on abstract mental

representations is the most widely held one, it has also been proposed that reanalysis can operate

on surface ambiguity (Garrett forthcoming) and analogy on surface similarity (Fischer 2007).



‘Mechanisms of change are processes that occur while language is being used, and

these are the processes that create language’ (Bybee 2001: 190). The search has been

for a small set of such mechanisms:

By postulating a finite set of mechanisms attributable to human neuromotor, perceptual,

and cognitive abilities, which interact with linguistic substance in acquisition and in

language use, a range of possible language structures and units will emerge. (Ibid.)

Among proposed taxonomies, the best known is probably Harris and Campbell’s

(1995: 50) claim that there are ‘only three basic mechanisms: reanalysis, extension,

and borrowing’. These are mechanisms of (morpho)syntactic change, but reanaly-

sis has been extended to semantic change as well (Eckardt 2006). Among other

mechanisms discussed in the literature are sound change and metaphoric extension

(Joseph 2004: 51), and repetition leading to frequency (Bybee 2003).

The agenda for work on mechanisms of morphosyntactic change, later thought

of as grammaticalization, was largely set in Li (1977). Two articles in the volume in

particular have proved seminal for concepts of reanalysis: Langacker (1977) and

Timberlake (1977). Reanalysis was the mechanism most frequently associated with

grammaticalization for the following three decades. However, as ‘analogy’ and

extension have come to be better understood, interest in usage-based grammars

has increased, and large electronic corpora have become major sources of evidence

for change, the role of analogy vis-à-vis reanalysis is being rethought. So is a

distinction between ‘mechanism’ as the ‘how’ of change, and ‘motivation’ as the

‘why’ of change. Croft (2000: 63) refers to ‘casual mechanisms’, which include

analogy but also conversational maxims and discursive practices, and, arguing for

the importance of analogy, Fischer (2007: 324) refers to analogy as ‘one of the main

mechanisms or motivating factors’ in change.

Here I limit discussion to issues in reanalysis (section 2), analogy (section 3), and

repetition (section 4). Debates about whether there are mechanisms specific to

grammaticalization are briefly mentioned (section 5).

Views about mechanisms presuppose certain stances and developments else-

where in linguistic theorizing. These have to do with directionality, abruptness, and

the status of grammaticalization in theories of language change. Briefly, unidir-

ectionality (e.g. from contentful lexical structure > schematic, abstract grammati-

cal structure, from complex > simple clauses) has been central to much thinking on

grammaticalization. It is a strong hypothesis that has been extensively debated and

refined (see Börjars and Vincent, Fischer, Joseph, and Norde, Chapters 14, 3, 16, and

38 below).

Regarding abruptness, all change is discontinuous (‘discrete’) to the extent that

change depends on acquisition: each individual has to learn a language so there is

discontinuity from generation to generation. Acquisition during lifetime is also

discrete, whether it involves restructuring of what the speaker knows, or borrow-

ing. There is nothing in the concept of abruptness that inherently requires it to be
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understood as a large jump or ‘saltation’. It can be thought of terms of tiny

micro-steps. However, in the 1980s, especially in generative circles, macro-changes

that affect the system as a whole were privileged over the micro-steps that may

lead to such changes. What Lightfoot (1979 and later) termed ‘catastrophic’ or

‘cataclysmic’ changes were identified with abrupt reanalysis. Later, reanalysis was

construed in terms of parameters, which were themselves initially conceived in

large-scale terms. However, with the development of micro-parameters and feature

analysis within Minimalism (see Roberts and Roussou 2003; van Gelderen 2004),

reanalysis has been rethought in terms of small (though abrupt) steps. This is in

keeping with thinking among constructionalists, who focus on small differences

between constructions rather than on major ones (e.g. Trousdale 2010). The issue

of the ‘size’ of an abrupt change, then, is ultimately a question of the linguist’s

search for ‘diachronic correspondences’; for the individual innovation is usually

only a very minor adjustment (Andersen 2008: 31–2).

With regard to the status of grammaticalization, two related proposals are

relevant here. One is that grammaticalization is itself a mechanism (see e.g. ‘the

main mechanism of syntactic change is grammaticalization’, Haspelmath 1998:

344). This proposal has been sharply criticized (see e.g. Joseph 2004; Fischer

2007; Chapter 3 below), although it has barely been addressed in practice by

researchers in grammaticalization, and it is hard to see how it could be, considering

that grammaticalization interacts with different types of processes. The proposal

does, however, resonate with another idea: that grammaticalization is a uniquely

distinct type of language change. While some of Haspelmath’s and Heine’s earlier

writing suggest this position, the more widely held view is that grammaticalization

is a subset of types of language change in which form andmeaning pairings change,

i.e. of morphosyntax and morphophonology. It is distinct from semantic and

phonological change, as well as from some types of syntactic change, e.g. word

order, but is closely interdependent with them.

2 . REANALYSIS
................................................................................................................

Langacker identified reanalysis as ‘change in the structure of an expression or class

of expressions that does not involve any immediate or intrinsic modification of its

surface structure’ (Langacker 1977: 58). He went on to specify two subtypes of

reanalysis: (a) ‘resegmentation’, i.e. boundary loss, boundary creation, and bound-

ary shift, and (b) ‘syntactic/semantic reformulation’ (p. 64). A standard kind of

example which involves both types of reanalysis is from Hungarian (Anttila 1989

[1972]: 149, 256):
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(1) Old Hungarian vila béle ‘world core/guts:directional’ > vilagbele ‘world into’ >

Modern Hungarian világba ‘into the world’

Here a phrase with two originally independent words that could occur in a

different order has been restructured as a single word with an affix, and béle has

been reduced to the case marker ba. There has been semantic reanalysis (of béle),

and change in boundaries (from phrasal to morphological).

Drawing on Langacker (1977) and Timberlake (1977), and assuming a version of

Government and Binding syntax, Harris and Campbell similarly defined (morpho)

syntactic reanalysis as involving change in constituency, hierarchical structure,

category labels and grammatical relations in underlying structure (1995: 50) without

change in surface structure. Some researchers have taken the assumption of absence

of change in surface structure as criterial for reanalysis, and as evidence that it takes

place in child language acquisition (see e.g. Faarlund 2000 on changes involving

word order in Northern Scandinavian languages). A striking example of the poten-

tial stability of ambiguity is provided by the development of wh-pseudo-clefts with

do; they have allowed ambiguities such as are illustrated by (2) for over 250 years

(Traugott 2008a). (2) is potentially ambiguous between the original purposive

meaning (i) and what was to crystallize as a new pseudo-cleft structure a couple

of generations later (ii):

(2) What I did was to deceive the pagans (1612)

(i) ‘What I did was in order to deceive the pagans’: what was done may refer

to an act separate from and temporally prior to the deception; to is

purposive

(ii) ‘I deceived the pagans’: do is a proverb for deceive, and therefore the

temporality of do and deceive is the same; to is an infinitive marker

When thewh-pseudo-cleft arose, c.1660, there was semantic reanalysis and syntactic

restructuring of constructions like (2i). Pragmatically an originally unmarked Focus

became a marked Focus (2ii).

Harris and Campbell (1995) and Andersen (2001), among others, rightly caution

that one can only ‘re-analyse’ something that pre-exists. If an adult knew the

structure (2i) and reinterpreted it as (2ii), either in production or perception,

this would be reanalysis, but if a child learning the language parsed (2i) as (2ii), no

‘re-analysis’ would have occurred from the point of view of the learner. Like many

metalinguistic terms, including ‘language change’, the term ‘reanalysis’ is therefore

not accurate in a compositional semantic sense, except in the case of language users

who reanalyse their own structures.

The following four main positions have been taken regarding the relationship

between grammaticalization and reanalysis (discussed in far more detail in

Campbell 2001a; Fischer 2007):

22 elizabeth closs traugott



(i) Grammaticalization and reanalysis intersect but are independent. Argu-

ments put forward for their independence include the fact that: (a) gram-

maticalization is unidirectional but reanalysis is not, (b) reanalysis does

not imply loss of autonomy or of information, (c) reanalysis consists

of two stages, whereas grammaticalization is a sequence S1, S2 . . . Sn, and

(d) reanalysis is not gradual (C. Lehmann 2004). As mentioned above, the

last argument assumes a definition of reanalysis as saltation, which is not

necessary since reanalysis can, and typically does, occur by micro-steps.

(ii) Grammaticalization is a subtype of reanalysis (i.e. an epiphenomenon of it),

and reanalysis itself is an epiphenomenon of child language acquisition: ‘the

notion of Diachronic Reanalysis is derivative of aspects of the process of

language acquisition. Since grammaticalization is derivative of Diachronic

Reanalysis, we see that this is a doubly derivative notion’ (Roberts 1993a:

254). However, while Roberts (p: 252) conceptualizes parametric change as ‘a

random “walk” through the space defined by the set of possible parameter

values’, Roberts and Roussou (2003: 201) suggest grammaticalization can be

‘reduced . . . to an instance of parameter change’, upward ‘along the func-

tional hierarchy’ (p. 202). This upward reanalysis accounts for unidirection-

ality, in their view, and can give rise to new functional material (p. 209); in

this sense, grammaticalization is identifiable with a subset of types of

reanalysis.

(iii) Reanalysis is largely irrelevant to grammaticalization because it has prop-

erties inconsistent with it (Haspelmath 1998: 315). Haspelmath makes

essentially the same arguments as Christian Lehmann (2004) cited above

in (i), but in addition argues that reanalysis is distinct from grammatica-

lization because reanalysis requires ambiguity in the input structure. For

example, Harris and Campbell (1995: 51) considered reanalysis to depend

on ‘a pattern characterized by surface ambiguity or the possibility of more

than one analysis’. Despite Haspelmath’s remark, researchers often associ-

ate ambiguity with the onset of grammaticalization (see (2) above).

Indeed, Heine (2002) hypothesized that ‘bridging contexts’, i.e. contexts

in which there is unresolved pragmatic ambiguity, are a necessary ‘stage’

in grammaticalization. Diewald (2002) also hypothesized that there is a

necessary stage of ambiguity as ‘critical contexts’ develop. Critical contexts

are not only ambiguous but display morphosyntactic and constructional

restrictions that eventually lead to grammaticalization. Corpus data show

that in many cases of lexical to grammatical change examples in which the

new structure is only potentially inferrable clearly do precede unambigu-

ous ones (e.g. be going to), but whether a ‘stage’ is always necessary is

questionable on the assumption that ‘stage’ implies a period of time when

a community of speakers can use the structure ambiguously (Traugott

forthcoming).
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(iv) Reanalysis is actually largely irrelevant to language change, and therefore to

grammaticalization, as it has ‘no reality from the point of view of speaker-

listener processing’ (Fischer, Chapter 3 below). However, since speakers parse

their output and hearers parse input, reanalysis does appear to have reality

for language users. Reanalysis does not require, as Fischer supposes, that

speakers see the connections between variants in a historical light (though

they might have some access to recent changes owing to age grading).

Among types of reanalysis that interact with grammaticalization and that have

received considerable attention is semantic reanalysis associated with the semanti-

cization of pragmatic implicatures or invited inferences (see Eckardt 2006;

Traugott and König 1991). Heine, Claudi, and Hünnemeyer (1991) conceptualize

these as ‘context-induced reinterpretations’. The implicatures are metonymic with-

in the flow of speech, and may result in subjectification, understood as the

development of meanings that encode speaker attitude or viewpoint.

3 . ANALOGY, EXTENSION
................................................................................................................

Following Timberlake (1977), it has become standard in much of the grammatica-

lization literature to think of reanalysis followed by actualization, in other words of

‘the formulation of a novel set of underlying relationships and rules’, followed

by ‘the gradual mapping out of the consequences of the reanalysis’ (Timberlake

1977: 141; developed further in e.g. Lichtenberk 1991a; Harris and Campbell 1995;

Andersen 2001; 2008). In the functionalist literature, a distinction is made between

actualization and extension that occurs within the linguistic system and actualiza-

tion across speakers, spaces, and time (often called ‘social gradualness’: see Trask

1996: 295). Only the former is addressed here.

Meillet explicitly distinguished grammaticalization from analogy when he

proposed that grammaticalization introduces new categories, and ‘transforms the

system as whole’, while analogy ‘can renew details of forms’ (1958[1912]: 133).

However, most changes involve extant (sub)systems, and what we most often see is

an intertwining of reanalysis and analogy (Hopper and Traugott 2003: ch 3).

Christian Lehmann (2004: 161) comments that the grammaticalization of forms of

Latin habere ‘have’ to Romance conjugation suffixes, as in Italian canterò ‘I will sing’,

presupposes fixing of the verb-final order cantare habeo. This was not the dominant

word order, so by hypothesis the co-presence of a productive conjugation system,

including imperfect and the subjunctive, both expressed by partly agglutinative

verb suffixes, served as an analogical model for canterò. He called this kind of
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change ‘analogically-oriented grammaticalization’ (p. 162) and distinguished ‘pure

grammaticalization without analogy’ (p. 161), which he considered the norm. How-

ever, as Kiparsky (forthcoming) argues, interactions between analogy and reanalysis

are actually the norm.

In morphology two kinds of analogy are often mentioned (McMahon 1994;

Croft 2000). These illustrate the kinds of general principles that underlie much

current thinking on analogy. One is analogy as levelling, specifically reduction of

stem allomorphs (e.g. the levelling of the singular/plural distinction in the past

tense of strong verbs in English except for be, where was/were retain the distinc-

tion). The other type of analogy is extension or generalization, e.g. the spread of

the plural -s marker to most nominals. With advances in work on analogy, its role

in change in general and in grammaticalization in particular began to be reas-

sessed. But until recently most researchers probably agreed with Givón’s (1991)

conclusion that analogy was too weak a concept to be useful in thinking about

directionality.

A distinction can be made between exemplar-based analogy and constraints-

based analogy (Kiparsky forthcoming). Work on exemplar-based analogy focuses

on pattern match. Viewed this way, the question arises whether analogy should be

thought of as following on from reanalysis or as also preceding it. The actualization

model suggests that analogy follows on from reanalysis, and indeed it has often

been noted that reanalysis can normally be detected only via evidence from

analogical extension—for example, we know that be going to has been gramm-

aticalized only when we find it occurring with a verb that is semantically incoherent

with ‘motion-for-a purpose’, e.g. a stative verb like know. But analogy also appears

to drive change. It seems plausible that the development of binominal quantifiers

like a lot of ‘much’, a shred of ‘little’ from partitives of the same form was enabled

by the prior existence of e.g. a heap of.

This brings us to the question whether analogy is a mechanism and/or a

motivation. Anttila proposed that ‘Humans are simply analogical animals’ (2003:

438), and that analogies operate on a ‘grid’ that functions as ‘warp and woof ’, i.e. on

the two dimensions of similarity (paradigmatic) and indexicality (syntagmatic)

(see also Itkonen 2005). Insofar as humans engage in analogical thinking, one can

think of analogy as a motivation for change. Insofar as particular changes are

exemplar-based, one can think of analogy as a mechanism of change. If so, the same

term is being used for two different processes. The distinction is necessary because

much analogical thinking never results in change, understood as innovation that is

taken up within a community. Furthermore, not all that can be conceptually

analogized becomes grammaticalized in language; for example Talmy (1983)

suggested corner in time is not grammaticalized in any language because only

topological relations grammaticalize. It is therefore useful to distinguish ‘analogy’

(analogical thinking) from ‘analogization’ (the mechanism).
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Drawing on Anttila’s and Itkonen’s primarily linguistic views of analogy and

on converging views that are primarily psychological (Tomasello 2003) and neuro-

logical (Pulvermüller 2002), and regarding analogy as both motivation and mech-

anism, Fischer (2007; Chapter 3 below) proposes that analogy should be given far

more theoretical prominence in work on morphosyntax than it has been in the

past. While much work on grammaticalization has been focused on structural

differences between earlier and later stages, Fischer’s focus is on processing. She

proposes that analogy can operate on form alone, but no criteria are given as to

how strong or weak the formal match needs to be. Discussing the development of

be going to (Fischer 2007: 145), she points out that the category Aux already existed,

including several periphrastic auxiliaries. It may be noted that the periphrastic

auxiliaries available at the time (mid-17th century), have to, be to, ought to, had no

-ing, and therefore the formal match is weak. The view that be going to changed by

analogy to form alone takes no account of future orientation of be going to that is

by hypothesis derived from the original meaning of the purposive motion con-

struction, or of the 150 years of examples in corpora in which two readings are

pragmatically possible in contexts such as passive (e.g. 1477 was goyng to be hanged)

or with verbs that do not necessarily require intentional motion (e.g. 1630 going to

bid (‘summon’) gossips) (see Traugott forthcoming). While analogical thinking

may well have played a part and contributed to the development of be going to

(and many other examples of grammaticalization), it would appear to have been a

motivation for, not the chief mechanism of, this particular change.3

The broader concept of extension draws attention to ways in which the range of a

newly grammaticalizing item is expanded. Himmelmann (2004) has suggested that

grammaticalization involves three kinds of extension. His examples are taken from

the development of articles in German. Here I use the example of be going to.

(i) Semantic-pragmatic extension: pragmatic meanings become conventiona-

lized in specific contexts andmay eventually be semanticized as polysemies—

cf. the two meanings of be going to at the time of grammaticalization (such

polysemies may persist, cf. partitive and quantifier meanings of a bit of, or

may become homonymies as in the case of be going to).

(ii) Syntactic expansion; although grammaticalization occurs in restricted syn-

tagmatic contexts, the coexistence of both main and auxiliary verb uses of be

going to permits a wider range of syntactic uses than was available before the

development of the auxiliary, cf. use in raising constructions (It’s going to

rain tonight).

3 Garrett (forthcoming) proposes that the inceptive go to V(ing) as in I goe to writing (1577), as he

was going to make a nooze (‘noose’) (1611) is a more plausible source than motion with a purpose.

Garrett’s focus is on pivotal contexts (akin to Diewald’s critical contexts) and again points to reasons

for rather than mechanisms of change.
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(iii) Host-class expansion; the range of collocations is expanded, e.g. be going to

as an auxiliary can occur with stative verbs, but the motion construction

cannot.

According to Himmelmann (2004), host-class expansion is criterial for gram-

maticalization as opposed to lexicalization (this observation applies to early and

sustained grammaticalization; if a competing grammatical expression is in decline,

retraction and possibly loss is expected). Hilpert (2008) demonstrates how detailed

‘collostructional’ work on historical corpora can reveal the path of host-class

expansion in detail, as well as significant differences in trajectories between lan-

guages. Collostructional analysis is a data-driven statistical analysis of collocations

practiced within the Construction Grammar framework (e.g. Goldberg 1995).

Hilpert showshow, for instance, in English the verbswithwhich be going to collocates

are typically, though by no means always, transitive and agentive (fight, tell) and/or

punctual (happen). However, the cognate gaan in Dutch typically collocates

with non-punctual intransitives (lopen ‘walk’, spreken ‘speak’). The micro-shifts in

distribution over time can be considered to be reanalyses of the constructional sets

in which form–meaning paired expressions may be used, as well as analogizations

in the sense of extensions and in some cases matches with other expressions under-

going similar shifts.

Unlike exemplar-based approaches to analogy, the constraints-based approach

relies on concepts of UG and general principles of language optimization, ‘the

elimination of unmotivated grammatical complexity or idiosyncrasy’ (Kiparsky

forthcoming). Reconceptualizing his (1968) proposal that sound change involves

rule-generalization in terms of OT constraints, Kiparsky develops an account of

unidirectionality in grammaticalization that appeals to structural economy and

embraces both pattern match and pattern extension. From this perspective, ‘gram-

maticalization is analogy, albeit a special kind’. At the same time, it is reanalysis:

‘[g]rammaticalization is unified with ordinary analogy—not just in the trivial

sense of classifying them both as instances of reanalysis, but within a restrictive

theory of analogical change.’ Kiparsky argues, contrary to Meillet, that new cate-

gories can be derived by analogy/optimization. His example is from Finnish (see

Table 2.1). Here the case paradigm involved triplets of locative cases and a partly

corresponding pair of predicational cases:

Table 2.1.

Place/State End point Source

External Location Adessive Allative Ablative

Internal Location Inessive Illative Elative

Predication Essive Translative —
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The gap in the paradigm would mean ‘cease to be’. Kiparsky argues that in some

southern dialects this gap has been filled by an Exessive (Source) case derived from

the Partitive (‘from X’), which otherwise has no locative functions. In traditional

terms, this optimization of the system has involved reanalysis of the Partitive in

specific contexts on analogy with other Locative cases.

Meaning changes of analogical nature that interact with grammaticalization are

metaphorizations. Metaphor has often be thought to be the major semantic factor

in grammaticalization, but close inspection of corpora suggests that in many cases

the metaphorical interpretation is the outcome of non-analogical metonymic,

contextually derived changes (e.g. be going to; see also Heine et al. 1991).

4 . REPETITION RESULTING IN FREQUENCY
................................................................................................................

As a mechanism, repetition, which leads to frequency, is different from reanalysis

and analogy, as it is derived primarily from online speaker production rather than

from hearer interpretation. Frequency often appears in the context of recent

discussion of mechanisms (Bybee 2001; 2003; Smith 2001). Bybee proposed a

definition of grammaticalization that privileges frequency: ‘the process by

which a frequently used sequence of words or morphemes becomes automated

as a single processing unit’ (2003: 603). She distinguishes token frequency (the

number of times an expression appears in text) and type frequency (the number

of expressions of a particular category available). She hypothesizes that token

repetition leads to a number of characteristics of grammaticalization that Haiman

(1994) associates with grammaticalization: habituation and depletion of speech

act or contentful force, automatization as a chunk, and use with a schematic

function. Effects of high token frequency lead to (a) phonological reduction,

e.g. be going to > be gonna, isn’t it > innit; (b) entrenchment that allows for

retention of old properties, e.g. core auxiliaries in English maintain earlier English

patterns of interrogative inversion, and have not been generalized to patterns

requiring do-support; and (c) storage in memory (see also Smith 2001 on the

development of anterior or perfects in English). While some cases of grammati-

calization do not show evidence of having arisen through high frequency (see

Hundt 2001 on the rise of the get passive), or even of resulting in it (Hoffmann

2005), the majority of examples of grammaticalization investigated so far do show

increased frequency at inception.
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5 . ARE THERE MECHANISMS SPECIFIC

TO GRAMMATICALIZATION?
................................................................................................................

Reanalysis, analogy, and repetition are common not only to language change but to

cognition and human behaviour in general. Recently there has been an effort

to identify mechanisms that are specific to grammaticalization. For example,

Heine (2003: 579) identifies four mechanisms. Of these, three are associated with

the view of grammaticalization as loss of features and as increased dependency

(see Lehmann 1995a[1982] Haspelmath 1998): (a) desemanticization or bleaching,

(b) decategorialization or loss of morphosyntactic properties, (c) erosion/phonetic

reduction, and (d) extension or context generalization. Heine points out that none

of these is confined to grammaticalization, but ‘to the extent that jointly they are

responsible for grammaticalization taking place, they can be said to constitute

different components of one and the same general process’ (Heine 2003: 579). He

regards the set of mechanisms identified by Harris and Campbell: reanalysis,

extension, and borrowing, as an ‘entirely different catalog of mechanisms’

(p. 600, fn. 6), but in fact his (a–c) are particular subtypes of reanalysis resulting

from increased token frequency (i.e. analogical extensions), and (d) is a subtype of

extension/analogy (host-class expansion).

6 . CONCLUSION
................................................................................................................

Kiparsky (forthcoming) suggests that all analogy is reanalysis (though not all

reanalysis is analogy), because local (micro-)restructuring results from optimiza-

tion. Christian Lehmann (2004: 162) defined ‘reanalysis of a construction’ generally

as ‘the assignment of a different grammatical structure to it’. It may be objected that

generalizations of this type are too broad, since it would follow that all change is

the result of reanalysis. However, one way of thinking of this is that the formulation

of language change A > B/A ( > B) is a shorthand for the development of B in

variation with A as a result of reanalysis, and for the possible subsequent loss of

A (another reanalysis). What is of interest to the researcher on grammaticalization

is whether the change A > B/A ( > B) is a subpart of a sequence of changes S1,

S2 . . . Sn of the type Lehmann (2004) associates with grammaticalization. More

importantly, precisely what kind of mechanism does the ‘>’ in any particular

case of change represent: an instance of resegmentation, of recategorization or

of extension?
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‘Perceptual and neuromotor systems make language possible’ (Bybee 2001: 206).

They are the language-internal sources for changes as speakers and hearers acquire

language and engage in language use. Advances in neuro-imaging and in articula-

tory and acoustic phonetics should eventually lead to a better understanding of

mechanisms and of their role in language change. They should help clarify the

extent to which early acquisition by children and later throughout life play a role in

reanalysis, and also help distinguish mechanisms from the motivations that speak-

ers and hearers have in activating these mechanisms, consciously or not.
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c h a p t e r 3
.............................................................................................

GRAMMATICALIZATION

AS ANALOGICALLY

DRIVEN CHANGE?
.............................................................................................

olga fischer

One of the ubiquitous principles of the psycholinguistic system is its

sensitivity to similarity. It can be found in the domains of perception and

production (as well as learning).

The more similar any two sets are, the more likely the wrong rule is

applied.

(Berg 1998: 185; 236)

1 . INTRODUCTION
................................................................................................................

Since the 1980s, grammaticalization has been a popular research topic in diachronic

linguistics, with its field of application widening considerably over time so that the

phenomenon of grammaticalization came to be elevated to theoretical status: a

model to understand how language is used and structured, and develops through

time. Gradually, grammaticalization also began to include the development of

grammatical constructions in general, without the kernel of substantive elements,

so that word-order restrictions, clause combining, or the creation of new syntactic



patterns also became part of it (cf. Givón 1979; Hopper and Traugott 2003; Bybee

2003). Its spreading popularity has led to increasing concern about quite a number

of aspects related to the model. In this chapter I will address a number of questions

that are related to the nature of grammaticalization in order to find out what its

status is in change. In this context I will be especially interested in the role played by

analogy.

(i) What is the relation between the synchronic speaker-listener and the essen-

tially diachronic nature of grammaticalization? What role is played by the

synchronic system that the grammaticalizing structure is part of?

(ii) What empirical evidence do we have for grammaticalization, and, perhaps

more importantly, where should we look for evidence?

(iii) What causes grammaticalization and language change in general? Should the

mechanisms that apply in language learning also apply in language change?

And more particularly, what is the role of analogy, reanalysis, frequency,

unidirectionality, to mention some of the more important factors/mechan-

isms?

These questions will be addressed in section 2, where I will also highlight the

position of analogy. In section 3, I will explore the nature of analogy further in

order to find out how far grammaticalization can be understood as an instance of

analogically driven change.

2 . THE NATURE OF GRAMMATICALIZATION:
SYNCHRONIC AND DIACHRONIC CONSIDERATIONS

................................................................................................................

The widening of the field involved in the phenomenon called grammaticalization

has led to a weakening of the power of grammaticalization as a clearly circum-

scribed process of change. This can easily be seen from the fact that the parameters

originally set up by Lehmann (1982: 306) to characterize the canonical type no

longer all neatly apply in each case. Lehmann’s parameters give the process a unity

in that they all involve reduction or loss on both the paradigmatic and the

syntagmatic plane, i.e. loss of weight (phonetic attrition, semantic bleaching, and

scope decrease), loss of choice (paradigms of possibilities become reduced

and elements become bonded together), and loss of freedom (elements become

obligatory in the clause and fixed in position). Obviously, the development of fixed

word order or new syntactic patterns doesn’t involve phonetic attrition (unless one

thinks of this as whole elements being elided—but note that this would disrupt

the widely accepted notion of grammaticalization being gradual) or bleaching.
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Furthermore, it has been suggested that in many cases, especially those involving

subjectification, there is scope increase rather than decrease. Similarly, in the case of

clause fusion or syntacticization discussed by Givón (1979: 214)—he suggests that

complement clauses with non-finite verb forms and PRO subjects, may have

developed from paratactic clauses with finite verbs and lexical subjects—there is

no question of Lehmann’s parameter ‘increase in paradigmaticity’ applying, since

such constructions usually remain in use side by side.

For many grammaticalizationists, grammaticalization is a unified, unidirectional

development that guides, and hence explains, change. On the other hand, linguists

with formal, functional, as well as more philological backgrounds (who combined

their voices in the critical volume of Language Sciences 23, and cf. also Janda and

Joseph 2003; Joseph 2004) stress the fact that all the changes occurring in gramma-

ticalization may also occur independently, thereby querying the nature of the unity

of Lehmann’s parameters. These linguists generally stress that more attention

should be paid to the speaker-listener, and the synchronic language system used

to produce or interpret language utterances. This is not to say that in grammatica-

lization theory no attention is paid to the speaker-listener level, but this is mainly

confined to the immediate pragmatic-semantic context, while the shape of the

(formal) system also guiding the speaker-listener is ignored (cf. Mithun 1991;

Fischer 2007). In general, supporters of grammaticalization see the process as

being driven by pragmatic-semantic forces only, a ‘product of conceptual manipu-

lation’ with changes in form resulting from this (Heine, Claudi, and Hünnemeyer

1991: 150; 174; and cf. Hopper 1991: 19; Rubba 1994; Hopper and Traugott 2003: 75–6).

In other words, they would not admit the possibility of form also driving a change.

Looking at grammaticalization from a purely synchronic, speaker-listener point

of view rather than a diachronic one may shed a different light on the process or

mechanism called ‘grammaticalization’. Even though diachrony is present in syn-

chrony in the form of variation, it is not the case that a ‘pure’ synchronic system

does not exist, as Lehmann (2004: 153) maintains. For the speaker-listener, there is

only the synchronic system at any moment of speech. The point is that the speaker-

listener has no panchronic sense: he doesn’t necessarily see the connections be-

tween the grammaticalization variants in a historical light. In other words, in order

to prove the existence of grammaticalization as an actual mechanism of change

linked to human processing, one cannot fall back on the historical process itself.

However, this is what is typically done in grammaticalization studies. These

attempt to empirically prove the ‘reality’ of grammaticalization as a mechanism

by showing its universal pathway (cf. Haspelmath 1989; 1998; Heine 1994; Bybee

2003): the ‘diachronic identity’ or ‘continuity of two forms or constructions F1 and

F2, at T(ime)1 and T2’ (Lehmann 2004: 156ff.).

Now this may constitute empirical evidence if one looks at change on the

language output level: the diachronic stages may be seen as connected, with the

constructions at each stage changing gradually, almost imperceptibly, by pragmatic
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inferencing, analogical extension, and reanalysis. However, this scenario need not

have any reality at the processing level, where the same constructions need not be

connected at all. The following question should be raised: is there an actual

reanalysis in psycho/neurolinguistic terms? This point is important considering

the fact that it is ultimately the speaker-listener who causes the change.

The ‘grammaticalization’ of constructions, or the way (diachronically

connected) forms are stored in our brains, could be said to resemble the process

of conversion and storage. What is involved here is analogy. When a noun like table

is used as a verb, the two items are stored in different paradigms or categories, both

formally and semantically, and, once there, they may drift further apart. There is no

question of reanalysis here for the speaker-listener; he is simply making use of the

(abstract) grammar system of English that allows such an option (and with

increasingly greater ease after most inflections were lost in the Middle English

period). Since there are many such hybrid items in the language, he analogizes, on

the basis of an existing pattern, that table belongs to this pattern too. How is he to

know that table had not been used as a verb before, when the verb¼noun scheme is

such a common pattern in his language?

In a similar way, with the construction going to+infinitive (an often-quoted

example of grammaticalization), a present-day speaker-listener identifies it in

any actual speech situation as either a full lexical verb followed by a purposive

to-infinitive or an auxiliary (with to incorporated) followed by a bare infinitive,

according to the patterns of the full verb and the auxiliary paradigms that he has

mastered in the course of language acquisition. As with conversion, the speaker-

listener doesn’t reanalyse, he categorizes holistically, whereby he may apply the

‘wrong rule’. How he categorizes in each case depends on the present state of his

grammar as well as the context, just as he can recognize whether table is a noun or a

verb from the (syntagmatic) context and the paradigmatic inventory of patterns

present in his grammar. The context is characterized by formal (i.e. position, word

order, the presence of a determiner, inflections, etc.) as well as semantic-pragmatic

information. The very first time a historical speaker-listener identified going to as

auxiliary, therefore, did not constitute an actual reanalysis of going(full verb)+to-

infinitive but a category mistake—amistake that he couldmake because the going to

form fitted both the V-to-Vas well as the Aux-V pattern. (For a different interpreta-

tion of the role of reanalysis, see Traugott, Chapter 2 above.)

Analogical ‘extension’ is similar, too, in terms of speaker-listener processing: like

grammaticalization and conversion it is also based on pattern recognition and

categorization. When a speaker uses brung rather than brought, or shaked rather

than shook, there is no question of reanalysis. He uses past tense brung because it

fits another past tense pattern: rung, stung, etc., which happens to be far more

frequent than the pattern of brought. The important point about analogical

extension is that it occurs proportionally. It doesn’t simply involve the ‘expansion

of contexts in which a construction can occur’, ‘adding new peripheral members
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[e.g. new infinitives, inanimate subjects] to a category [e.g. going-to]’ (Bybee 2003:

158); it happens because, once going to is taken for the Aux-category, it will

follow the behaviour of other members of this new category.

In all three cases, we can thus provide a historical explanation for the new forms.

However, although a certain overall continuity or development (unidirectionality)

may be ascertained—especially with surface forms connected by ‘grammaticali-

zation’, and, on a more abstract level, with strong verbs becoming weak (rather

than vice versa)—such unidirectionality need not be the case, as we can see in the

case of brung. In terms of synchronic processing, the choice is not guided by any

historical development but by the strength of the patterns that the form can be seen

to belong to, and this strength depends in turn on the frequency of the patterns

themselves. If one of the variant forms is more of a grammatical function word (as

with going to) or a more basic vocabulary item, then that variant will be more

frequent, and may become the norm, often followed by the loss of the older form if

there is not enough distinction in meaning to preserve both. It could also be said

that this type of processing is in fact no different from our ability to fill a sentence

pattern like SVO with different lexical elements chosen from the NP and VP

categories. That too is a choice, not a reanalysis each time of the SVO pattern.

If we follow this line of argument and try to understand what grammaticaliza-

tion entails from the synchronic speaker-listener aspect, then it is not necessarily

the case that the ‘cline’ (which has reality only on the level of the historical

development of language-output data) has to continue inexorably in the same

unidirectional way. Quite possibly, it may, and it often does (due to the fact that the

more grammatical variants also happen to become more frequent over time), but it

does not always, as shown by attested cases of degrammaticalization, or in cases

where weak verbs become strong. Sometimes also processes stop halfway, and

similar processes with the same starting point may develop differently in different

languages, as has happened, for instance, with the modals and the infinitival

marker in Germanic languages.

What may stop a process or what may cause degrammaticalization? It could be a

drop in frequency, for whatever reason. But in cases of degrammaticalization, it

may be a change elsewhere in the system which affects the pattern that the

grammatical element belongs to (cf. Norde, Chapter 38 below). If indeed an

important driving force in the grammaticalization of a particular construction is

the availability of a grammatical category or pattern that it could fit into, then in a

similar way, but with the opposite effect, the non-availability of a pattern may drive

degrammaticalization. Plank (1995) has shown, in the case of the English genitive

inflection becoming a clitic, that this follows from the fact that the inflectional

system of nouns had been eroded so that the genitive ending had become isolated,

no longer fitting the new, inflectionless noun pattern. A similar situation existed in

the case of the Irish 1st plural verb ending -mid, which had become the only

inflected pro-form. The fact that -mid was upgraded to an independent pronoun,
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muid, is not surprising considering that the pronoun pattern was available in the

rest of the verbal paradigm (cf. Kiparsky forthcoming: 28). In such cases, as Plank

makes clear, there is a Systemstörung, which asks for drastic methods on the part of

the speaker-listener to keep the language system manageable.

The hypothesis, then, is that in both grammaticalization and degrammaticaliza-

tion (and in conversion too) the driving force, next to (syntagmatic) context and

frequency, is the availability of a (paradigmatic) category or construction pattern

that shows formal and/or semantic similarities so that the new variant may fit the

synchronic system of the speaker-listener. If this is correct, analogical thinking

plays a role in all the above cases. Analogy only happens on the basis of an

exemplar, which may be a concrete lexical form or a more abstract morphosyntac-

tic pattern.

Kiparsky (forthcoming: 6) agrees that both degrammaticalization and gramma-

ticalization are forms of analogical change, which he calls ‘grammar optimization’.

At the same time, however, he makes a distinction between the two: degrammati-

calization is based on exemplar-based analogy, while grammaticalization is not.

The analogy in the latter case follows ‘constraints, patterns and categories . . .

provided by UG’ (p. 6), and only arises ‘under a reduced input’ (p. 11). In this

way, Kiparsky can preserve Meillet’s idea that only grammaticalization can create

new categories, and he can also save the principle of unidirectionality because

degrammaticalization is now seen as different in nature and is therefore no longer

the opposite of grammaticalization.

There are, however, a number of problems connected with Kiparsky’s proposal.

First of all, it is almost too clever: grammaticalization and degrammaticalization

are said to be the same because they are based on analogy, but are different as far

as unidirectionality is concerned. Secondly, it relies on the idea of an innate

grammar—of which we do not know the contours—so that the notion of non-

exemplar-based analogy is not falsifiable, and indeed not explanatory outside its

own linguistic model (cf. Fischer 2007: 67–74, and references there). Thirdly, the

idea of non-exemplar-based analogy creating new categories is difficult to distin-

guish from reanalysis, which is seen by many as primary in grammaticalization

(cf. Harris and Campbell 1995; Hopper and Traugott 2003: 39, 63–9; Roberts and

Roussou 2003). Since Kiparsky’s facilitator for grammaticalization is not based on

an existing pattern but on an innate one, it would have to be called ‘reanalysis’ by

anyone whose model doesn’t include UG. Thus, Kiparsky is only able to downgrade

or ‘go beyond’ (forthcoming: 19) reanalysis by proposing empirically invisible UG

patterns to base his analogy on. He rejects reanalysis because it doesn’t provide

an explanation: ‘labeling a change as a reanalysis, innovative or otherwise, doesn’t

get at its nature or motivation. For now the claim that grammaticalization is

reanalysis remains virtually a tautology’ (p. 19). In other words, he does not reject

reanalysis because it has no reality from the point of view of speaker-listener

processing, as I have done above. Fourthly, we end up with two types of analogy,
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even though ultimately they are both said to fall under grammar optimization

(p. 6). This, however, is also a problem because it is well known that exemplar-

based analogy is often very local (cf. McMahon 1994: 70–76); such local cases

cannot be said to lead to the same form of grammar optimization as that driven

by the much more global rules and constraints of UG. It would therefore be simpler

if it could be shown that analogy works in the same way in all cases.

The positive aspect of Kiparsky’s proposal is that it rejects the process of

grammaticalization itself as a cause or mechanism for change. He emphasizes

that the definitions of grammaticalization given in the literature do not work

because the different aspects of grammaticalization ‘do not have to march in

lockstep’, and because one aspect is not ‘a necessary consequence’ of another;

rather, grammaticalization as described ‘pick[s] out separate and more or less

loosely parallel trajectories of change’ (p. 4).

It is time to look at analogy in more detail. In section 3, attention will be paid to

analogy as a deep-seated cognitive principle that is relevant not only to language

processing and language change but also to learning processes outside language.

I will stress that analogy is used to categorize, and that categorization involves both

concrete and abstract linguistic signs. In addition, the ability to analogize is

evolutionarily old and present in other mammals too. Finally, it is an important

mechanism in language acquisition (cf. Slobin 1985; Tomasello 2003) and in the

processing of language in general (cf. Berg 1998). If we accept that the system of

grammar that each of us acquires in life should be an empirical psychological/

biological model, and not some abstract linguistic model that has no relation to

our psychobiological make-up, then this system should reflect human processing,

and the key to this should be found with the help of advances in neuro- and

psycholinguistics. Berg (1998: 278) writes: ‘The structure of the language is shaped

by the properties of the mechanism which puts it to use.’ The more the same

mechanisms are seen to operate elsewhere, the more persuasive they become.

3 . ANALOGY: ITS NATURE AND THE ROLE IT PLAYS

IN LINGUISTIC MODELLING AND CHANGE
................................................................................................................

Analogies can be very concrete or quite abstract; that is, an analogy may be based

on concrete lexical items as well as more abstract schemas. Analogy is also a highly

fluid concept, and therefore works quite differently from the type of global rules

favored by generative linguists. Hofstadter (1995: 198ff.) discusses the fluidity of

analogical thinking at the very concrete level of language use. He shows how an
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individual can mistake one word for another (so-called substitution errors)

because the words in question are associated in that individual’s experience (either

indexically or iconically), or the words are used elsewhere in similar constructions.

He describes analogy as ‘conceptual slippage’, and argues that this slippage is

important in order to keep language workable and flexible. It is to be preferred

to a rigid system. As will be seen below, this ‘conceptual mismatch’ may also take

place on a more abstract level, that of the system, once patterns have been formed.

Analogical rules are typically not across the board but work in local areas.

Analogical learning starts with concrete situations and is based on experience,

both linguistic and situational. In learning, the analogies may become more and

more abstract by means of what Slobin (1985) has called ‘bootstrapping’. That

means that abstract patterns deduced from concrete tokens begin to form a system

provided these tokens occur frequently enough. The most frequent concrete and

abstract patterns (i.e. idiomatic phrases, such as He kicked the bucket, and gram-

matical schemas, such as the English NP consisting of [(Det) (Adj) Noun]) become

automatized and will become part of our lexical and grammatical knowledge.

The advantage of a usage-based grammar (i.e. a grammar that is the result of

actual learning), such as the one indicated here, is that no distinction is made

between lexical items/phrases and grammatical words/schemas (as in Construction

Grammar). Lexical items are learned first; patterns, both concrete and abstract,

follow from that. The learning itself takes place by what Slobin (1985) and Peters

(1985) have called ‘operating principles’. These are general strategies, based on

analogy, on recognizing what is same and what is not-same, and drawing conclu-

sions from that. These same/different operations are performed on linguistic

utterances in context, on the form as well as the situated meaning of the utterance,

in which frequency plays an important role. The same analogical procedures also

provide us with the ability to build up categories (like Noun, Verb) and syntactic

structures (cf. Itkonen 2005; Wanner 2006).

In analogy, both iconic and indexical forces are important. The strong inter-

connections between the indexical and the iconic are clearly indicated in Anttila’s

(2003) ‘analogical grid’, whose paradigmatic and syntagmatic axes represent the

‘woof and warp of cognition’. Anttila emphasizes that all linguistic signs (which

include both concrete lexical items and structural patterns) are double-edged: they

are combinations of form and meaning. Even more importantly, in view of the

force of analogy, he stresses that similarity relations exist in both form and

meaning. Meaning is related to the function an object/sign has. It is clear that

signs may end up in the same paradigmatic set because their referents are seen to be

similar in function. For instance, items like apple, pear, banana do not form the set

(sign) fruit so much on the basis of similarity of form/colour, but on the basis of

similarity of function, i.e. they are all plucked, eaten, peeled, enjoyed in similar

ways. The analogical grid implies a close bond between the form and the function

of a sign; it applies to all meaningful units, from the smallest morphemes to
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complex words, but also to larger and more abstract (morpho)syntactic structures.

Because form and meaning constitute a whole, a meaning change may affect the

form, but change may also be driven by lexical items similar in form or by the more

abstract formal requirements of the system. That form may drive meaning is nicely

illustrated on a lexical level by Coates (1987), who shows how folk-etymological

changes are often shaped by similarities in form.

Analogy is a basic force not only ontogenetically but also phylogenetically.

Deacon (1997) shows that the grammatical, symbolic (i.e. abstract/arbitrary) sys-

tem that became part of human language in the course of evolution was built up

incrementally on the basis of iconic and indexical modes of thinking, guided by

evolutionary old cognitive principles (i.e. the ability to see similarities and differ-

ences, the ability to categorize), which are also at work in other (non-linguistic)

domains.

Iconic relationships are themost basic means by which things can be represented,

and are the foundation onwhich all other forms of representation are built. What is

important here is that iconicity depends on recognition, and recognition depends

on the interpreter. When we interpret the world around us in terms of similarities

and differences, we learn to see only differences which are functional or relevant,

gradually ignoring non-functional ones. In other words, we don’t learn and remem-

ber more than is absolutely necessary. This is what Hawkins has called the principle

of ‘Minimize Forms’:

Minimizations in unique form-property pairings are accomplished by expanding the

compatibility of certain forms with a wider range of properties [meanings]. Ambiguity,

vagueness, and zero specification are efficient, inasmuch as they reduce the total number of

forms that are needed in a language. (Hawkins: 2004: 40)

Hawkins goes on to say that this minimization is connected with the frequency of

the form and/or the processing ease of assigning a particular property to a reduced

form. The ambiguity that arises is no problem, since ‘[t]he multiple properties that

are assignable to a given form can generally be reduced to a specific P[roperty] in

actual language use by exploiting “context” in various ways’ (p. 41). For example,

we learn to recognize phonemic and ignore phonetic distinctions in the course of

language acquisition because the latter are not functional. In other words, it is

more economical to ignore these differences.

What I am suggesting is that in the course of both language evolution and

language learning, and hence also in language change, the same analogical

reasoning keeps playing a role, whereby abstract items/structures gradually evolve

from concrete (lexical) items constituting what Holyoak and Thagard (1995) have

called ‘system mapping’. System mapping led to the evolution of grammar; it is still

basically followed by children when they build up their grammar; and it guides

language processing all through our lives. The exact path is not the same in all three

fields because the input is different and keeps changing, but the same analogical
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principles are at work each time. An additional advantage of the analogical learning

system is that there is only one system to begin with, i.e. a lexical one. It is therefore

more parsimonious from an evolutionary point of view, and it better fits present

neurological findings and the ideas developed about neural networks by, for

instance, Pulvermüller (2002).

In a framework like the above, analogy is both a mechanism and a cause. By

means of analogy we may arrange linguistic signs (both concrete and abstract) into

(other) paradigmatic sets, but it is also analogy that causes the learner to build up

more abstract schemas, and to keep the number of these to a minimum (so a form

of ‘grammar optimization’, but more local than suggested by Kiparsky forthcom-

ing, and always exemplar-based). In this learning model, analogy is the primary

force, and not reanalysis. ‘Reanalysis’ is what a linguist may see from the point of

view of what changes in the system between generations or in the language output

in the course of time, but it is not something that speakers actually do. Speakers do

not reanalyse, they substitute one pattern holistically for another.

Analogy is often seen as too loose, and therefore impractical or unworkable as a

principle within a linguistic model. But, indeed, it is not a principle of the system

or a principle of language (change), it is a faculty of language users. As Hofstadter

emphasized, the conceptual mismatch represented by analogy is in fact its strength:

its flexibility keeps the system oiled. This is not to say that our analogizing

capacities are not controlled. They are. The ‘looseness’ of analogy will be much

constrained if one thinks of analogizing as taking place on different levels, and in

relation to concrete as well as abstract categories, all connected in tight networks.

The possibilities are also constrained by the fact that the patterns and the para-

digms are organized both semantically and structurally, since each linguistic sign or

token, be it single or complex, is, because of its binary nature, part of formal

(sound-shape, structure, position) as well as semantic categories.

This means that, in order to discover how exactly analogy plays a role in

grammaticalization processes or in change in general, one cannot concentrate

only on the development of one particular structure or (combination of) lexical

item(s). One has to consider the change in terms of the network that the construc-

tion/item operates in. To get an idea of how this works, it is useful to consider what

happens in actual processing. Berg (1998) has looked at processing errors (and

what causes them) as a way of determining the structure of the grammatical

system.

Berg makes a distinction between contextual and non-contextual errors. He

shows how errors depend on ‘similarity constraints “elsewhere”’ (1998: 173). Thus,

an error like cuff of coffee is much more likely to occur than hit the roop. In both

cases there is a [p]/[f] interchange, but in the first case the error is caused

syntagmatically (by coffee), and in the second paradigmatically (i.e. [p] and [f]

belong to the feature set of voiceless labials). Interestingly enough, with higher-

level errors involving meaningful elements, non-contextual errors are much more
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likely to occur. Berg (p. 165) gives the following German example: Muß sie es noch

mal ticken—tippen? (‘does she have to retype it?’), which he describes as an error

that is ‘neutral with respect to the similarity scale, as there is nothing to compare

[it] with’ (p. 166), i.e. there is no [k] around in this case to cause the [p] in tippen to

change to [k]. The interesting thing, however, is that both ticken and tippen are

possible words in German. Moreover, semantically and formally they are very

similar: both are verbs, they look alike phonetically, and both refer to a light,

repetitive ticking sound. Quite clearly, here, the error is of a paradigmatic kind,

showing similarity on a deeper level of mental organization.

I would suggest that processing errors of the paradigmatic, non-contextual kind

are more likely than are contextual ones to be innovations that could result in

actual change, because the influence of paradigms in the grammar system is likely

to be stronger than the influence of context. The latter is bound to be variable,

being part of the actual discourse, while the former is much more stable, paradigms

having become part of the system through learning and repeated use. It has been

shown in Analogical Modelling that changes in the morphological system are

heavily constrained by the different paradigmatic sets that an item is part of

(cf. Chapman and Skousen 2005).

Although such constraints are much more difficult to establish in the area of

syntax (because the paradigmatic choices are so much wider), promising work has

been done here too, showing that the development of constructions is not a linear

affair (affecting only the particular construction under discussion) but ‘starlike’,

influenced by other constructions that resemble them formally and/or semantically.

De Smet (2009; forthcoming) argues convincingly that certain cases which tradition-

ally were seen as instances of reanalysis are better explained (in terms of the available

data) as being driven by the presence of analogical forms elsewhere. Looking at

the spread of the ‘new’ for-NP-to-V construction (with for functioning as comple-

mentizer and NP as subject) in English, he shows that this new construction became

available because it was cast into the mould of an older but formally identical

for-NP-to-V construction, where for was part of the infinitival marker for . . . to and

the NP the object of the infinitive. The latter disappeared because the OV pattern

itself was cast into the mould of the (by then) more regular Middle English clause

pattern, SVO, so that any NP before a verb came to be interpreted as subject rather

than object. This explains better than the reanalysis story why the new construction

doesn’t first appear as extraposed subject (as one would expect with reanalysis), and

why there is an early predominance of passive infinitives. Another paradigmatic

factor that facilitated the spread of the ‘new’ construction to more and more verbs

was the analogy i.e. (the close formal similarity) between the for-NP (in the subject

construction) and the for-NP found as a prepositional object with the same verbs,

causing the spread of the new subject-construction to other verbs taking a for-PP.

Other cases investigated show that grammaticalization doesn’t necessarily follow

a gradual linear path but constitutes an abrupt process by analogy (Bisang 1997;
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Noel 2005). Fischer (2007: 274ff.) shows that in the cline from adverbial adjuncts to

pragmatic markers in English, some of the pragmatic markers were attracted to the

pattern directly via analogy, or via another pattern—that of reduced modal clauses.

Similarly, she argues that in the development of English epistemic modals, there

was no direct path from deontic to epistemic use. Epistemic meaning arose

through functional and formal analogy with pairs of constructions like he seems

to be . . . /it seems that he . . . , which enabled the it must be that he . . . to be replaced

by he must be . . .These solutions are more commensurate with the philological

facts and, as a further bonus, obliterate the problem that they do not neatly follow

Lehmann’s parameters in terms of scope.

4 . CONCLUDING REMARKS
................................................................................................................

Grammaticalization as a process only ‘exists’ on the language-output level. It may

involve universal paths and look unidirectional, but this is not something intrinsic

to the process on the speaker-listener level. As a process, it is an analyst’s generali-

zation, a convenient summary but not something that has actually ‘happened’

(cf. McMahon 2006: 173). Its apparent universality and directionality is caused by

the fact that the lexical source items which are involved in it are (i) part of the basic

vocabulary, (ii) as such are relatively frequent, (iii) are therefore likely to be

phonetically and semantically reduced, which in turn (iv) makes them more

eligible than other linguistic signs to function in abstract structural patterns.

There is, however, no necessity about the development.

Language change can therefore not be explained in terms of grammaticalization.

Grammaticalization occurs, and often as a homogeneous ‘type’ especially when a

form/construction through frequency has eroded so much that it becomes part of a

drift; but what ultimately decides whether a linguistic sign becomes part of a user’s

grammatical system is whether it resembles in some way (semantically, formally or

both) an already existing category. Grammaticalization does not lead to new

grammatical structures in any general sense (pace Meillet 1912; Bybee 2003;

Kiparsky forthcoming; Traugott 2008a: 154), except perhaps in cases of substratum

or long-term contact, where new structures may enter through bilingualism or

imperfect learning. This may introduce genuinely new structures (although they

would still be based on the analogy of contact/substrate structures), which may

then be used as a pattern. I have tried to show that reanalysis is an analyst’s concept;

in terms of language processing it is based on our ability to analogize. This ability is

steered by frequency, and includes analogical expansion, thus covering all the

important factors mentioned under (iv) in section 1.
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c h a p t e r 4
.............................................................................................

GRAMMATICALIZATION

AND GENERATIVE

GRAMMAR: A DIFFICULT

LIAISON
.............................................................................................

elly van gelderen

Grammaticalization is relevant in all areas of grammar. For instance, how does

one label the prepositions like and afterwhen, as a result of grammaticalization, they

function as complementizers, and how does a grammar deal with pronouns that

have been reanalysed as agreementmarkers? Different grammatical approaches look

at these issues differently. For some, gradient and fuzzy categories are typical of

language; for others, there are a small number of categories and the boundaries

are absolute. For some approaches, the more distinctions made, the better the

grammar, while others allow fairly abstract representations. This outlook affects

views on grammaticalization as well.

Generative grammar had its beginnings in the late 1950s with the work of Noam

Chomsky emphasizing the innate linguistic knowledge. It focused then and now on

the generative capacity of native speakers to form grammatical sentences. As a

result of the emphasis on native speaker intuitions, mainstream generative gram-

mar has been very negative towards historical linguistics, notwithstanding impor-

tant work by Elizabeth Traugott,1 Paul Kiparsky, and David Lightfoot. If language

1 I include the early work by Traugott, e.g. Closs (1965) and Traugott (1972), since that was

generative in nature unlike her later work.



change is where one encounters grammaticalization the most, the uneasy relation-

ship between generative grammar and grammaticalization is not surprising.

However, even among the relatively few generative historical linguists, grammati-

calization has been ignored.

One reason for this lack of interest is that grammaticalization is about small-

scale changes in the E-language (i.e. the language we see and hear in the world)

whereas the focus of generative grammar is on I-language (i.e. the linguistic

knowledge in the mind of a native speaker). Native speakers of extinct languages

are unavailable, and that makes it hard for generativists to study their I-language.

A second reason is, of course, that grammaticalization involves phonological and

syntactic as well as semantic and pragmatic changes. This emphasis on pragmatics-

semantics was another reason for the early tension, since generative grammar, in

common with other formal approaches, assumes the independence (autonomy) of

syntax. All this makes Newmeyer (1998: 226) exclaim that ‘there is no such thing as

grammaticalization’ (italics omitted) and that grammaticalization is an epiphe-

nomenon. A major argument used by Newmeyer against positing a grammatica-

lization theory is the unidirectionality assumed by most linguists working on

grammaticalization. If a learner just reacts to a certain input, there should not be

unidirectional changes, according to Newmeyer (1998), Lightfoot (2006), and

others. This is a serious objection, one I discuss below as a third major generative

argument against taking grammaticalization seriously. A fourth reason is that

grammaticalization is seen by some as belonging to typology. Currently, typology

and generative grammar are also coming together more, especially in the work of

Mark Baker.

In section 1, I first sketch the generative attitude towards historical linguistics in

general and then to grammaticalization in particular, focusing on the four prob-

lematic areas just mentioned. I also discuss what the locus of change is in a

generative model. There are a number of generative models; here I focus on two:

the Principles and Parameters model of the 1970s and 1980s and the Minimalist

Program of the 1990s to the present. Then, in section 2, I briefly review some early

work on historical linguistics within generative grammar, e.g. Traugott (1965; 1972),

Kiparsky (1965), Allen (1977), and Lightfoot (1979). This early work does not

mention grammaticalization although Traugott (1972) mentions (de)segmentaliza-

tion, gradualness, and subjectivization.

Since the 1990s, there has been a considerable switch in generative attitudes

towards grammaticalization and in the recognition that it is an area to be dealt

with. Werner Abraham was crucial to this endeavour (and later Ian Roberts and

others). I discuss that change in attitude in section 3. At this stage, the 1990s,

grammaticalization is seen as a change in the input learners are presented with

rather than as an issue on its own. Currently, many generative, formal linguists

working in historical linguistics are taking the insights from grammaticalization

more seriously. I think this shift became possible with the introduction of
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functional categories such as D(eterminer), T(ense), and C(omplementizer) in the

mid-1980s and the emphasis on features in the 1990s. Especially since the beginning

of the 21st century, there has appeared a large quantity of work, the most relevant of

which I will discuss in section 4 (although such a review cannot cover everyone

working on grammaticalization as a generative linguist). I will end by arguing that

the child’s innate principles are in fact responsible for grammaticalization, and that

generative grammar can therefore gain much insight from grammaticalization

processes.

1 . GENERATIVE GRAMMAR, HISTORICAL

LINGUISTICS, AND GRAMMATICALIZATION
................................................................................................................

In this section, I first discuss the generative attitude towards historical linguistics

and grammaticalization. Then, I outline the aspects of generative grammar that

will be relevant for an account of grammaticalization and language change: prin-

ciples, parameters, and features.

There are of course many ways in which language change can provide insights

into the language faculty. For instance, if certain changes never occur, this could be

due to restrictions imposed by Universal Grammar. However, possibly because of

the early emphasis on introspection and grammaticality judgements by a native

speaker, work in historical generative syntax was not encouraged. In his own

writings, Chomsky certainly has never been interested in language change—except

in Chomsky and Halle (1968), and that was most likely due to Halle’s interests

(as evidenced in Halle 1962). Since Chomsky has set the agenda for generative

linguists for at least 50 years, it has been ‘less popular’ to pursue historical

linguistics using that framework. Historical linguistics was one of the first subfields

to enthusiastically use corpora, and that too might have kept generative grammar

from going into historical linguistics. Even now, there are leading historical formal

linguists who do not themselves use corpora. Here I will just return in more detail

to the four reasons I mentioned above as to why grammaticalization was not

popular among generative linguists.

First, generative grammar is interested in how a child acquires a grammar on the

basis of the available language the child is exposed to. If the language the child

hears has changed or is changing from that which the parents grew up with, the

child will have a different input and will come up with a grammar (I-language)

different from that of its parents/caregivers. Generative grammar studies the

cognitive processes that allow a child to construct a grammar. It isn’t interested

in grammaticalization if grammaticalization is seen as something that ‘happens’
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away from the learning process. Grammaticalization changes the linguistic input,

the E-language, available to the child, but the real interest is in how the child deals

with this, for example in terms of parameter resetting or, in later Minimalism, in

terms of the features posited for certain lexical items.

Secondly, if grammaticalization is formulated as ‘that part of the study of

language change that is concerned with such questions as how lexical items and

constructions come in certain linguistic contexts to serve grammatical functions

or how grammatical items develop new grammatical functions’ (Hopper and

Traugott 2003: 1), a prominent place is given to semantics and pragmatics: prag-

matically marked items and constructions lead the way in grammaticalization.

Generative grammar always emphasized the centrality of syntax, and thus there was

a problem. Allowing (formal) features into the picture, as in current Minimalism,

makes it possible to overcome that obstacle.

A third reason has to do with unidirectionality. Newmeyer (1998: 263–75) and

Lightfoot (2006: 38, 177) are adamant about change not being unidirectional. They

rely on the well-known instances of degrammaticalization. I will not go into that

in much detail, but take the approach by Traugott and Dasher (2002: 87), who

claim that the number of counterexamples to unidirectionality is small and not

systematic.

A fourth reason is that generative grammar did not always have a good relation-

ship with typology, the study of structural features such as causatives and word

order across languages initially pioneered by Joseph Greenberg. Grammaticaliza-

tion was seen as part of that focus. In Lightfoot’s words, ‘[c]ommitment to the

gradualness of change has a long pedigree . . . It was a crucial element in the

“typological” view of language change, which dominated discussion of diachronic

syntax in the 1970s’ (1991: 158). Lightfoot avoids grammaticalization in the above

quotation, and uses ‘gradualness’ instead. Lightfoot’s (2006: 37–8; 177–8) book has

a short section entitled ‘Drift, typologists, and grammaticalization’ in which he

criticizes the view of language as an external object in these three related concepts.

He acknowledges that grammaticalization exists as a phenomenon, ‘not an explan-

atory force’. I come back to Lightfoot’s views in the next section.

I’ll now turn to the areas in the generative framework that are perhaps most

relevant to historical linguistics and grammaticalization: principles and para-

meters. These have been used in generative grammar since the so-called ‘Principles

and Parameters’ approach of the 1970s. Principles are valid for all languages and

have mostly been attributed to Universal Grammar. At the moment, however, the

emphasis in the Minimalist Program is on principles not specific to the language

faculty, but to ‘general properties of organic systems’ (Chomsky 2004: 105), ‘third

factor principles’ in Chomsky (2005; 2007). As I will briefly mention in section 4,

one can argue that principles are responsible for similar changes across languages.

Parameters are seen as responsible for variation among languages and are

therefore also the locus of change. Since (the early) parameters have +/– settings,
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they are unlikely to account for gradual unidirectional change. Early examples of

parameters include determining if a language is pro-drop (Rizzi 1982), its head-

edness, and whether it moves its wh-elements. ‘Pro-drop’ is the cover term for a set

of related phenomena, but mainly indicates the possibility of not expressing

the subject through a separate (pro)noun. Pro-drop languages include Italian,

Spanish, Japanese, and Korean. Headedness is a way to characterize a language,

with Arabic being head-initial and Japanese head-final. Following work by Kayne

(1994), headedness has been abandoned as a formal parameter. In Kayne’s frame-

work, the basic word order is SVO and other word orders come about through

movement (e.g. the object preposes in an SOV language). This movement is

possibly due to feature strength attracting the object to a higher functional

category. The +/– setting of the wh-movement parameter determines whether or

not wh-movement occurs (as in English) or does not occur (as in Chinese). This

parameter is now also seen as dependent on strength of the features in a higher

functional category. For historical syntax, the changing view of parameters means

that what was originally seen as a parameter switch, for example from head-first to

head-last, is now a change in whether or not a feature on a functional head triggers

movement.

Within the Minimalist Program, there is currently a movement to eliminate

parameters. For instance, Chomsky (e.g. 2004; 2007), Lohndal (2009), and

Richards (2008) attribute as little as possible to the role of parameters and to

Universal Grammar in general. Minimalist parameters consist of choices of feature

specifications as the child acquires a lexicon, dubbed the Borer–Chomsky Conjec-

ture by Baker (2008). All parameters are lexical; therefore, they account for

the variety of languages. As Pintzuk, Tsoulas, and Warner (2000: 7) put it, ‘the

lexicon . . .must be the locus of syntactic change’. Seeing language change in terms

of small changes in the features makes it easier to account for grammaticalization.

Both developments just sketched—the move towards general principles and that

towards parametric features—make it easier to account for grammaticalization.

I return to this in the last section.

2 . EARLY HISTORICAL GENERATIVE WORK
................................................................................................................

In this section, I discuss some early generative approaches to language change.

These involved both phonological change and syntactic change. King (1969) pro-

vides a good overview.

Closs (1965), Klima (1965), Kiparsky (1965), and Chomsky and Halle (1968)

emphasize learning as the cause of change. The latter authors state that ‘speakers
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are by and large unaware of the changes that their language is undergoing’ (1968:

250), but that adults can only add or delete minor rules; children can reorganize the

system. This view goes back to Halle (1962: 64, 66–7). Closs (1965: 415) concludes:

‘language changes by means of the addition of single innovations to an adult’s

grammar, by transmission of these innovations to new generations, and by the

reinterpretation of grammars such that mutations occur’.

Klima (1965: 83) formulates a model of generative language change emphasizing

the discontinuous nature of change and reanalysis by the learner.2 I reproduce it as

Figure 4.1 based on Andersen (1973), since that is slightly simpler than Klima’s.

Closs (1965), Kiparsky (1965), Lakoff (1969), Traugott (1972), and Lightfoot

(1974; 1979) in various forms use this model. Their explanations depend on the

then current model of phonology and syntax. The phonology is fairly abstract, with

lots of rules in a particular order (e.g. devoicing, palatalization, spirantization), and

the syntax has a phrase structure component and a set of ordered transformations.

Most change is seen as change in the phonological and transformational rules,

either by rule loss, addition, or restructuring/simplification. Early work on syntac-

tic change examines modals, complementizers, and subjunctives. Closs (1965)

presents a groundbreaking study of the changes from verbs to auxiliaries in English.

Lakoff (1969) focuses on complementation in Latin. The changes are phrased in

terms of the then current model and are termed innovations; change comes about

through additions of single rules to the grammar of the adult speaker and then

reanalysis by the learner in the next generation. Intelligibility has to be preserved.

Closs (1965) is of course the basis of much later work on auxiliaries, in terms

both of data and of analysis. She is concerned with the phrase structure rules and

how the shape of AUX is different in Old English, and suggests ways to account for

Generation n Generation n+1

I-language I-language

E-language E-language

Fig. 4.1. Model of language acquisition (based on Andersen 1973)

2 Since generative grammar takes a purely synchronic approach, there is no reanalysis in the strict

sense. A child acquires a language based on the available data and does not reanalyse. It is just a

convenient term.
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the difference. Lightfoot (1974), also focusing on modals, formulates the phrase

structure rules for the modals in fairly similar ways to Closs (1965), namely as in (1),

which sets apart the modals as a separate category.

(1) S ! NP AUX VP

AUX ! T (M)

VP ! (have-en) (be-ing) V . . .

One of the main concerns for Lightfoot is whether modals are main verbs or

auxiliaries, and this remained a huge debate. He argues they are not full verbs in

Modern English, and that this is due to a ‘radical restructuring’ (1974: 234). Around

the same time, Canale (1978) suggests a (radical) reanalysis of OV to VO in the

English of around 1200.

Thus, the motivation in much of this early work on historical syntax lies in

testing certain aspects of the generative model, in particular the phrase structure

rules. For instance, Closs (1965) examines the levels/boundaries between which the

changes take place. Allen (1977: 1) justifies her study on the history of wh-questions

and relative clauses as follows: ‘The complementizer has become a focal point of

the so-called Extended Standard Theory, as developed by Chomsky in his works

from around 1970 to the present . . .Because of this, the history of the system of

complementation in English is of great potential interest . . . ’ In this period, i.e. the

1960s and 1970s, there is no mention of grammaticalization, even though of course

Closs Traugott’s data present prototypical examples of grammaticalization. Since

acquisition is crucial, historical change is seen as reanalysis by the child acquiring

the language.

3 . THE 1990S: ACKNOWLEDGING

GRAMMATICALIZATION
................................................................................................................

In the 1980s, functionalist approaches rediscover grammaticalization (e.g. Lehmann

1982; Heine and Reh 1984) after many years of neglect of the topic in linguistics as a

whole. (See Hopper and Traugott 2003 for a short history of the varying interest in

grammaticalization in the last few centuries.) In this section, I first look at how

grammaticalization was initially regarded and accounted for by generativists and

then at which phenomena were studied.

An early effort to confront generative grammar with grammaticalization was

a workshop, the Groningen Grammar Talks, organized by Werner Abraham in

November 1990. Its title, ‘Explanation in Historical Linguistics: Grammaticalization
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vs. Reanalysis’, seems to suggest conflict rather than compatibility. Other early

treatments of grammaticalization are Abraham (1991; 1993), van Gelderen (1993),

and Roberts (1993a). Although Abraham and van Gelderen acknowledge the exis-

tence of grammaticalization, they see it as something happening externally, so to

speak, which speakers have to react to by means of reanalyses: ‘As a reaction to

grammaticalization, a reanalysis must take place in the grammar internalized by the

speaker’ (vanGelderen 1993: 193). Roberts (1993a) is the first to give a formal account

of the grammaticalization of the future in Romance. He argues that grammaticali-

zation involves ‘the loss of thematic structure [of the V] and a related shift in

category from V to I’ (1993a: 227). This is due to a parametric shift, but the

motivating factor is a strategy of least effort that eliminates movement.

The year 1990 sees the first Diachronic Generative Syntax conference (DIGS) in

York. Selected papers from this conference were published in Battye and Roberts

(1995). Other DIGS volumes appeared in van Kemenade and Vincent (1997) and in

Pintzuk et al. (2000), including some work on grammaticalization. The tone in

Battye and Roberts (1995) is still quite negative: ‘This approach can explain many

cases of what has been referred to in the typological literature in diachronic syntax

as “grammaticalization”’ (1995: 9)—the only reference in the book, it seems, to

grammaticalization.

Typical topics addressed in the 1990s are the modals and the auxiliary do, the

infinitival marker to, demonstratives, and articles. These topics are all prime instances

of grammaticalization.With the shift towards an emphasis on functional categories in

the late 1980s, these changes could be discussed in structural terms, as Roberts (1993b)

and van Gelderen (1993) do. This will lead to the insight that grammaticalization is a

reanalysis from lexical category to grammatical category. Roberts (1993b) doesn’t

mention grammaticalization, and no account is provided for the regularities seen in

the grammaticalization processes, i.e. volition verbs grammaticalize as future markers

and spatial prepositions turn into temporal and causal markers. Van Gelderen also

discusses grammaticalization, as mentioned, but as something to be responded to by

the learner, not accounted for by the model of syntax used.

4 . FEATURES AND PRINCIPLES: EMBRACING

GRAMMATICALIZATION
................................................................................................................

From about the year 2000 on, there has been much generative interest in

grammaticalization (see e.g. the special issue of Linguistics edited by Ans van

Kemenade in 1999). Simpson and Wu (2002), Wu (2004), Roberts and Roussou
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(2003), and van Gelderen (2004) all use a mechanism that the latter calls Late

Merge, and that results in what has been expressed as ‘grammaticalization is up the

tree’. Before going into the explanations, I’ll first discuss the current syntactical

model very briefly.

As mentioned in section 1, in the Minimalist Program all parameters are

encoded in the lexicon, with the consequence that linguistic variation falls out

from the morphological properties of the lexical items. Lexical items have features

that vary across languages, but can be divided into phi-features (number, person,

and gender), case features (dependent marking of DPs by the T and the (light) v),

and EPP features. The latter features are responsible for movement (for example)

of the subject from a VP-internal position, where it gets its semantic role, to a

higher position to become the grammatical subject. In this model, language change

is due to the reanalysis by the learner of the features of the lexical items.

In Chomsky (e.g. 1995; 2004), phrase structure rules, as in (1), are abandoned in

favour of a general ruleMerge.Merge combines two bundles of features taken from the

lexicon. Chomsky (2004: 4) suggests the lexicon has ‘atomic elements, lexical items LI,

each a structured array of properties’. Merging the lexical items could look like (2).

To this, a (small) v is added, as in (3), which is responsible for case assignment

(checking) to the object. The v comeswith uninterpretable person and number features

that look down the tree for something to agree with. The object it has interpretable phi-

features that can value those of v, and in turn gets accusative case from v. The features

that are not relevant to the interpretation (at LF) are deleted, i.e. struck through.

After adding a finite T(ense), responsible for licensing the subject, the structure

looks like (4). The subject sparrows moves to Spec TP.

(3)

v VP

[i-ACC]

[u-phi]  V D

saw it 

[i-3S]

[u-ACC]

(2) VP

V D

saw it
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In (4), both v and T find an appropriate noun with interpretable phi-features.

Clearly, there is much interaction, and only if the features match will the uninter-

pretable features be valued.

At some point, the derivation has to be handed over to the Sensorimotor (SM)

and Conceptual-Interpretative (CI) systems external to the syntax. This is done

through the interfaces PHON and SEM, corresponding to PF and LF in older

frameworks. Thus, crucial to Minimalism are merge, move, and feature checking.

Let’s see how these concepts are relevant to change.

Simpson and Wu (2002) analyse the changes in negation in the history of

French. As is well known, the original negative ne weakens and is reinforced by

objects, e.g. the minimizer pas ‘step’. Simpson and Wu analyse the negative ne as

selecting a Focus projection below NegP but above the VP to which the negative

(4) TP

T'sparrows

[u-case]

[i-3P] T

PST
[u-phi] sparrows v'

[iNOM][3P]
v VP

vP

[i-ACC]
[u-phi]   V D

saw it

[i-3S]

[u-ACC]

(5)a. NegP b. NegP c. NegP

Neg FocP Neg FocP Spec Neg'

ne ne pas

Spec Foc' Spec Foc' Neg VP

pas pas

Foc VP Foc VP V NP

V pas V NP
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object pasmoves, as in (5a). This object is then reanalysed in the Spec(ifier) of FocP,

as in (5b), and subsequently in the Spec of NegP, as in (5c), which represents

colloquial French.

Simpson andWu argue that a FocP may be selected by certain functional categories,

and that over time the focus interpretation may be lost, in which case the FocP is

reanalysed as an AGR(eement) Phrase. They analyse Chinese relatives, Chinese aspect,

and Thai modals in the same way. Wu (2004) works on the development of functional

elements in Chinese, such as classifiers, aspect markers, and complementizers, and

argues they were reanalysed in higher position after first moving there.

Roberts and Roussou (2003: 2) state that ‘grammaticalization is a regular case of

parameter change . . . [and] epiphenomenal’. The authors’ ‘main theoretical goal

. . . is to provide an understanding of the nature of functional categories, using

grammaticalization as our tool, since it creates new functional material’. This

creation of new functional material happens through structural simplification.

The deeper question they ask is how to reconcile ‘the clear evidence for pathways

of change at the descriptive level with the fact that an explanatory account of

change must involve parameter change’ (2003: 4). They attempt this by creating

basins of attraction within the parameter space.

The mechanisms, i.e. possible parameter settings, that Roberts and Roussou

suggest are not so different from those used by other historical generativists;

especially ‘merge over move’ (choosing a feature F*merge is preferable over a feature

F*move3) resembles Simpson and Wu, van Gelderen, and others. For instance, for

the changes involving negatives, Roberts and Roussou (2003: 195) invoke the

parametric change of T*merge over T*move and argue that this is due to the loss of

the infinitive marker. The changes in negatives, described in (5), involve loss of

movement, loss of features, and structural simplification, according to Roberts and

Roussou (2003: 157).

Van Gelderen (2004) proposes two principles that the child uses to acquire its

language. If the linguistic input is ambiguous between postulating a head or a

phrase, the child will select a head, i.e. the head preference principle (and this is the

reason why full negative objects reanalyse as negative heads), and if a lexical item is

checking a number of features in several positions, it can be reanalysed in a higher

position (e.g. the modals). The emphasis in this account is on the inevitability

of grammaticalization (and renewal). It is not something that happens in the

E-language that the learner responds to but it is ‘caused’ by the innate principles.

Van Gelderen (e.g. 2008; 2011) reformulates her earlier principles and argues that

it is economical for an item to be reanalysed with uninterpretable features, since

these features keep the derivation going. Feature Economy might look like (6).

Roberts and Roussou also have feature loss as part of the simplification.

3 The F* stands for ‘a feature requiring phonological spell out’.
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(6) Feature Economy

Adjunct/Argument Specifier (of NegP) Head (of NegP) affix

semantic > [iF] > [uF] > —

Let’s take the example of negatives again. An object that is semantically negative,

for example a small step (e.g. pas in French), is reanalysed in a higher position with

grammatically negative features. It can then be reanalysed as having uninterpret-

able features, i.e. as a probe looking for an element to value its features. Some

elements are straightforward renewers: negative indefinites renew negatives, de-

monstratives have phi-features and can renew agreement, and adverbs have tem-

poral or spatial features and renew prepositions and complementizers.

5 . CONCLUSION
................................................................................................................

Grammaticalization and generative grammar have had an uneasy relationship.

Proponents of generative grammar see syntax as autonomous (see e.g. Chomsky

1957), whereas advocates of grammaticalization see meaning and function as the

determining factors behind syntactic structure and, of course, behind change. The

emphasis on function and meaning has prompted one side to say there are no

structural representations (e.g. Hopper 1987, cited in Newmeyer 1998) and the

Table 4.1. Grammaticalization phenomena dealt with by generativist historical
linguists

Modals Roberts and Roussou (2003)

Negation Simpson and Wu (2002); van Gelderen (2004)

Definiteness Roberts and Roussou (2003)

Mood particles Abraham (1991)

Demonstrative to C Simpson and Wu (2002); van Gelderen (2004); Wu (2004)

Aspect Simpson and Wu (2002); Wu (2004)

Full pronoun to agreement van Gelderen (2004); Fuß (2005)

Future Roberts (1993a: 1993b); Roberts and Roussou (2003)

Infinitival marker Abraham (2004); van Gelderen (2004); IJbema (2002)

P(P) to C van Gelderen (2009)

N to P Longobardi (2001)
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other that there is no grammaticalization (Newmeyer 1998: 226). Lightfoot (1999:

83) argues that languages change gradually but that grammars change abruptly.

In this chapter, I have chronicled the initial reluctance of generative grammar to

work on historical linguistics in general and grammaticalization in particular. This

is currently no longer the case. Due to the introduction of functional categories in

the late 1980s and features in the 1990s, it has become possible to account for

gradual unidirectional change in a generative framework. There is generative work

that sees the (unidirectional) pathway as determined by language learning and

cognitive principles that the child applies. Table 4.1 summarizes some recent work.
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c h a p t e r 5
.............................................................................................

GRAMMATICALIZATION

AND FUNCTIONAL

LINGUISTICS
.............................................................................................

peter harder
kasper boye

1 . INTRODUCTION1
................................................................................................................

Functional linguistics is a multi-stranded phenomenon, also from the point of view

of grammaticalization; and many other chapters in this volume will demonstrate

the breadth of functional contributions to the study of grammaticalization. The

central motif here is the element of tension between the two keywords in the title:

grammaticalization is about structure, while function is about what language is

used for. An adequate theory of grammaticalization based on function has to

reflect a function-based theory of what grammar is. We begin by discussing why

there have been problems in clarifying what such a theory must be like, and then

focus on what we see as the functional nucleus of grammaticalization.

1 Kasper Boye’s work on this paper was made possible by a grant from the Carlsberg Foundation.



2 . FUNCTIONAL LINGUISTICS
................................................................................................................

The term ‘function’ is slippery because it has an ambiguous relation with

‘structure’. From one perspective, function and structure are opposites, because

structure looks inward (what is the anatomy of the object?), while function looks

outward (what can it be used for?). From another perspective, function and

structure share an agenda focusing on relations as opposed to substantive, non-

relational properties: in the early days of cognitive science, ‘computational func-

tionalism’ referred to the belief that it does not matter whether processing is

performed by brain matter or silicon chips, as long as the elements have the right

relational complexity. Broadly speaking, the two perspectives can be captured by a

distinction between internal function (which is closely associated with ‘structural

role’) and external function (which contrasts with internal anatomy).

Ramifications of this ambiguity pervade the understanding of ‘function’ as a

linguistic topic. Traditional word-based grammar began with form and meaning,

where the formal properties were more or less equal to morphology and meaning

was ‘notional’. Functional properties typically came third in line, covering every-

thing else apart from the properties of the element viewed in isolation. As such,

functional properties included both syntactic properties (e.g. linguistic expressions

‘function’ as subjects) and pragmatic properties (the vocative served to mark the

‘function’ of addressing someone).

This perspective, where function and structure go together, remains the pre-

dominant understanding in European linguistics. The structuralist revolution

highlighted the privileged status of internal structural relations, and the more

rigorous structuralists (including Hjelmslev, cf. 1966[1943]) regarded only these

as being part of linguistics, but nevertheless structural relations were generally

understood as manifesting functional properties. This association earned this

general approach the epithet ‘structural-functional’ theories (cf. Butler 2003).

More recently, in relation to generative grammar, ‘functional’ increasingly came

to be used as the antithetical term to ‘structural’ or ‘formal’. When the sentence

(rather than the word) became the object of structural description, the word

‘function’ became associated primarily with external function, especially ‘use in

communication’. In this perspective, rather than being associated, structure and

function come to be viewed as competing sources of explanation. The disagree-

ment goes beyond conflicting hypotheses: because there is no shared view of what

structure is, it has been difficult even to agree on where the precise disagreements

are (cf. the efforts by Croft 1995; Newmeyer 1998 to map out the territory).

As stressed in various contexts by Tomlin (e.g. 1990), functionalists have not always

been very clear about what precisely a functional approach entails, including how it

differs from what Givón (2002) calls ‘naı̈ve functionalism’: the assumption that

structure can be explained directly by reference to external function.
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From the traditional European perspective, it is not surprising that (internal)

grammar should arise gradually out of (external) usage and reflect the functions

served by words in changing patterns of language use. However, when the modern

discussion on grammaticalization arose, the existence of recurrent pervasive paths

of grammaticalization constituted a striking argument against the radical separa-

tion between grammar and language use that was a prominent feature of the

generative revolution. The generative dominance thus gave rise to what may be

called usage functionalism, in which the role of structural generalizations that

abstracted from actual usage was kept to a minimum.

This issue has determined the approach of ‘classic’ grammaticalization theory

(as found in Bybee, Perkins, and Pagliuca 1994; Hopper and Traugott 1993/2003), in

which great emphasis was assigned to a gradual as opposed to a dichotomous view

of grammar vs. lexicon. The aim of eliminating the radically autonomous status of

grammar is clearly a functionalist feature, and is shared with the views expressed

below—but it became associated with a slightly different purpose: to tone down

the distinction between grammar and the rest of language. Hopper thus rejects the

idea that grammaticalization can be viewed as a form ‘entering the grammar’—

rather, one and the same form can be sometimes lexical and sometimes grammati-

cal (cf. Hopper 1991: 33, who understands this as Meillet’s view as well).

In our view, however, a proper understanding of grammaticalization depends on

a version of functionalism that is neither structural-functional in the sense that

takes structure to be the bottom line, nor strictly usage-functional in the sense that

it rules out the idea of a linguistic feature ‘entering the grammar’. Another way of

formulating our position is to say that we believe in a usage-based theory of

grammar, and also in a clear distinction between usage and grammar. Grammati-

calization has a central position in such a theory, because it is the process whereby

grammar emerges out of usage. A satisfying account of grammaticalization can

thus demonstrate both how the two levels are distinct and simultaneously how they

are linked.

We take the basic framework for such a functionalism to include a form of

evolutionary dynamics (cf. Croft 2000). This entails a panchronic approach (as

suggested by Heine, Claudi, and Hünnemeyer 1991), rather than one that prioritizes

either the synchronic or the diachronic dimension. In such a panchronic perspec-

tive, functions are defined in terms of selection–adaptation relations that create

‘lineages’, i.e. successive reproductions of linguistic forms that are shaped by their

contribution to overall communicative success. Both lineages that go on essentially

unchanged and lineages that undergo change are shaped by degrees of success or

failure in actual usage, i.e. by functional relations with the context of communica-

tion. The difference is that selection pressures in one case favour the usage range of

the linguistic form as it is, while in another case some parts of the usage range are

more selectionally favoured than others, yielding a gradually changed usage profile
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