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INTRODUCT ION
...............................................................................................

JAYSON L. LUSK, JUTTA ROOSEN,
AND JASON F. SHOGREN

Throughout their history, humans’ lives have been inextricably connected with the
food they eat. All humans rely on food for sustenance and survival, but food has also
shaped culture and civilization. Although much time was spent battling hunger and
malnutrition, humans’ proclivity for new and exotic goods such as spices or cane sugar
made our ancestors willing to leave their homes seeking to trade with those in faraway
lands. Given the historical importance of food and its link to culture, it is perhaps not
surprising that food and agriculture are among the most regulated and romanticized
industries in the modern world.

Historically, the challenge for humans has been to secure a sufficient supply of food
to stave off hunger and starvation. As a result, much of the research on food and
agriculture in the past century has focused on issues related to production efficiency,
food supply, and farm profitability. While the problem of food availability has not been
completely eradicated, people living in today’s developed countries are as likely to
suffer from problems of overconsumption as from hunger or malnutrition. Today’s
food consumers not only have access to more food than ever before, they can also
choose between a much wider variety and quality of foods than ever in the past; so
much so that some psychologists claim consumers suffer from “choice overload.”

As a result of these changes, farmers, agribusiness, policymakers, and academics
have increasingly turned their attention away from the farm and toward the food
consumer and to issues related to food consumption. Many recent developments have
triggered greater interest in the economics of food consumption around the globe.
Growing concerns about rising food prices and nutrition and have spurred speculation
about the causes and consequences of expensive food. At the same time, consumer and
environmental groups are demanding more from the food production system—
sustainability, naturalness, reduced environmental impacts, and less use of genetic
modification, growth hormones, pesticides, and so on. Technologies that have the
potential to increase productivity and lower food prices are being spurned by some



consumers and governments. Agricultural policies, which historically served to support
farm incomes, are now being used to promote environmental objectives, protect
consumers from unwanted food technologies, and identify origin of production.
Perhaps at no time in the past has the food production system been confronted with
such a confluence of challenges, and many, though not all, of the developments are a
result of changes in consumer demand for food—demand for alternative production
practices, increasing demand from developing countries, demand for new food pro-
ducts, demand for better nutrition, etc.

Although research on food demand and consumption has been active for several
decades (e.g., see Unnevehr et al. 2010 for a historical account), there are presently few
resources to which someone can turn as a basic reference on the economics of food
consumption and policy that covers specificities of theories and methods related to the
study of food consumers and covers issues in food demand and policy. This book is
meant to fill that gap. Our hope is that it will serve as a useful reference guide to
graduate students and academics working in the field of food economics and policy
who are interested in the consumer end of the supply chain, and also to people
employed in food and agricultural industries, special interest and activist groups, and
policymakers.

The book is divided into three main parts: I, Theory and Methods; II, Food Policy;
and III, Topics and Applications. The first section of the book contains eleven chapters
covering the core theoretical and methodological approaches that are used in studying
the economics of food consumption and policy. The focus of the chapters is on the
application of the theories and methods to food consumption. There is no single
unified theory of consumer demand. Rather, the literature consists of several compet-
ing and complementary theories, which are covered in Chapters 1 through 6. The
chapters show how food consumers can be conceptualized as choosing quantities of
goods (Chapter 1) or purchasing inputs from the market to produce goods and services
of value (Chapter 2). Chapters 3 through 6 extend these foundational models to cases
where consumers are uncertain about the quality or safety of food (Chapter 3), are less
than perfectly rational (Chapter 4), and choose which good to buy given a good’s
characteristics (Chapters 5 and 6). While each of these chapters also discuss empirical
implementation of the conceptual models, Chapters 7 and 8 delve more deeply into
consumer research methods, focusing specifically on stated preference and experimen-
tal methods to determine product valuations of non-market goods or attributes.
Chapters 9 through 11 cover topics related to the integration of models of consumer
preference into market-level models involving interactions with firms and policy-
makers. Chapters 9 and 10 conceptualize consumer decision-making in light of the
surge in product differentiation by firms. Chapter 11 provides a framework for assessing
the economic effects of changes in consumer demand and food policy interventions on
market prices and the welfare of food producers and consumers.

The second section of the book focuses specifically on policy issues related to food
consumption. Several chapters in this section focus on the theory and conceptual issues
relevant in food markets, such as product bans and labels, labeling, standards, political
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economy, and scientific uncertainty. Other chapters home in on policy issues of
particular interest to the consumer end of the food supply chain such as food safety,
nutrition, food security, and development.

The final section of the book turns attention to particular issues and topics related to
the economics of food consumption and policy. These chapters are largely empirical
and descriptive in nature, and are meant to serve as introductions to current topics.
Several chapters discuss general trends in food consumption such as globalization,
rising food prices, changes in away-from-home food consumption, and changes in
food variety. The last section also contains chapters dealing with more specific food
quality and food safety dimensions and with topics of emerging interest related to
advertising, meat, environment, and ethics.

REFERENCES

Unnevehr, L., J. Eales, H. Jensen, J. L. Lusk, J. McCluskey, and J. Kinsey. 2010. “Food and
Consumer Economics.” American Journal of Agricultural Economics 92: 506–21.
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C H A P T E R 1

...............................................................................................

CONSTRA INED

UT IL ITY MAXIM I ZAT ION

AND DEMAND SY STEM

EST IMAT ION
...............................................................................................

N ICHOLAS E. PIGGOTT AND

THOMAS L. MARSH

1 INTRODUCTION
..................................................................................................................

The purpose of this chapter is to present an overview of constrained utility maximiza-
tion and demand system analysis, targeting the applied economist examining issues of
food demand. For completeness dual representations of the constrained utility maxi-
mization approach are presented, illustrating theoretical consistency between ordinary
and inverse demand systems. An application of US food demand (food at home (FAH),
food away from home (FAFH), and alcoholic beverages (ABs)) and relevant hypothesis
tests are illustrated for both ordinary demand systems (quantity formation) and inverse
demand systems (price formation). A comprehensive literature exists on the economics
and econometrics of consumer demand analysis. Nonetheless, the central importance
of the consumer to food markets continues to confront agricultural economists today.
For example, demand systems are applied to estimate elasticities used in models for
policy analysis (i.e., equilibrium displacement models, trade models), predict and
forecast, test structural change, calculate welfare effects from price changes, and assess
market effects from advertising, information, and food recalls. Consequently, the
presentation of this chapter strives to strike a balance between theoretical rigor,
empirical application, and implementation, which are important for quality research
outcomes and effective policy recommendations.



The chapter is organized in the followingmanner. First, we provide an overview of the
literature on consumer and demand system analysis with emphasis on complete food
demand systems.1 Second, we precent theoretical foundations, including the axioms of
choice, constrained utility maximization, properties, and general demand restrictions.
Third, we discuss dual functions, including the expenditure function, the indirect utility
function, and the distance function. The first three dual approaches are standard tools of
the applied demand system analyst. The distance function approach is less prevalent in
the literature, but provides a theoretically consistent means to derive inverse demand
relationships and to study consumer price formation. Fourth, we introduce welfare
effects and integrability along with separability and aggregation. Fifth, we provide
a review of functional forms. Sixth, we cover econometric issues that include estimation,
inference and hypothesis testing, specification tests, and other empirical issues. Seventh,
we provide an empirical example that focuses on FAH, FAFH, and ABs. Models of the
almost ideal demand and inverse almost ideal demand systems are estimated and
reported as well as some additional hypothesis tests and inferences regarding model
performance. Finally, we provide concluding remarks.

1.1 Literature Review

This section highlights historical and broad contributions to neoclassical consumer
demand analysis with focus on food and agricultural economics. More specific and
targeted contributions are noted in the sections that follow.

The development of the linear expenditure model by Stone (1954) is often credited as
one of the seminal papers in the demand system literature. This was followed by
Barten’s (1967) fundamental matrix equation, which was an important step in forma-
lizing economic restrictions of consumer theory into a unified demand systems ap-
proach. Gorman’s (1953, 1959, 1981) seminal work on preferences, separability, and
aggregation laid a cornerstone for consumer demand theory. Barten (1977) reviewed
some of the earlier demand system specification and estimation issues, while Pollak and
Wales (1980, 1981, 1992) provided results on conditional demand models and incorpor-
ating demographic variables into demand systems. Deaton (1986) surveyed standard
econometric issues of demand system estimation. Current demand system literature
has focused on the rank of demand systems and functional specifications (see LaFrance
and Pope 2008, 2009).2

1 See LaFrance and Hanemann (1989) for development of incomplete demand systems. LaFrance
(2001) provides a household production modeling framework for the applied economic analysis of
consumption.

2 Gorman (1981) demonstrated that in the case of exactly aggregable demand systems, integrability
implies the matrix of Engle curve coefficients is at most rank 3. Full rank systems are those with rank
equal to the columns of the coefficient matrix (Lewbel 1990). Barnett and Serletis (2008) provide a good
discussion of demand system rank with examples.
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Demand systems approaches have been pervasive in the agricultural economics
literature, especially when examining the impact of prices, income, and other factors
on food demand. For example, a significant amount of effort has been expended
explaining changes in US food consumption and in particular identifying whether
there has been structural change in demand. An incomplete list of such studies includes
Chavas (1983), Moschini and Meilke (1984, 1989), Wohlgenant (1985), Dahlgran (1987),
Eales and Unnevehr (1988, 1993), and Chalfant and Alston (1998). In addition, Holt and
Goodwin (1997) investigated habit formation using US meat expenditures. Meanwhile,
Capps and Love (2002) considered the use of electronic scanner data on fruit juices and
drinks. Dhar, Chavas, and Gould (2003) explored branded products in the soft drink
market using scanner data. Piggott (2003) examined US food demand using generalized
PIGLOG models. A recent paper on the economic and econometric structure of food
demand and nutrition is provided by LaFrance (2008).

Issues of advertising, health, and food safety effects on consumer demand have been
examined using ordinary demand system approaches.Huang (1996) estimated nutrient
elasticities in food demand. Brester and Schroeder (1995) examined the impacts of
brand and generic advertising on meat demand in the US, while Piggott et al. (1996)
investigated the impacts of advertising on meat demand in Australia. Kinnucan et al.
(1997) investigated the effects of health and generic advertising on US meat demand.
Piggott and Marsh (2004) examined the impact of public food safety information on
meat demand. Marsh, Schroeder, and Mintert (2004) reported on the effect of product
recalls on meat demand.

Relative to ordinary demand system approaches, which assume prices are fixed,
inverse demand systems, which assume quantities are fixed, have received much less
attention. Huang (1988) studied an inverse demand system for composite foods. Price
formation has been previously studied for meat demand (Eales and Unnevehr 1994;
Holt and Goodwin 1997; Holt 2002) and fish (Barten and Bettendorf 1989; Holt and
Bishop 2002; Kristofersson and Rickertsen 2004, 2007). Alternatively, Moschini and
Rizzi (2007) specified and estimated a system of mixed demand systems that allow
adjustment of prices for some goods and of quantities for other goods to clear the
market.3

Commonly used books on consumer demand analysis include (but are not limited
to) Shephard (1970), Phlips (1974), Deaton and Muellbauer (1980b), Johnson, Hassan,
and Green (1984), Theil and Clements (1987), Cornes (1992), Varian (1992), and Pollak
and Wales (1992). These books provide a historical reference and neoclassical concepts
of consumer demand with methods and applications to demand system analysis
and duality theory. Other useful texts and readings include Chipman et al. (1971),
Blackorby, Primont, and Russell (1978), Deaton (1981, 1986), Lancaster (1991), and
Slottje (2009).

3 Samuelson (1965) first analyzed mixed demand systems.
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2 PREFERENCES AND UTILITY MAXIMIZATION
..................................................................................................................

In empirical analysis the existence of demand functions is often assumed with the
anticipation that the law of demand and other properties may hold. Fortunately,
microeconomic theory provides a set of fundamental assumptions on individual
consumer preferences, often called the axioms of choice, which establish a theoretically
consistent framework for demand system analysis. From the axioms of choice the
existence of a utility function can be deduced, providing a convenient means to
represent consumers’ behavior. Furthermore, existence and properties of demand
functions can be derived from constrained maximization with origins in the funda-
mental axioms on individual preferences.4

2.1 Axioms of Choice

Let X be a set of consumption bundles defined mathematically as a subset of a finite
n-dimensional Euclidean space. The symbol�� is used to mean “at least as preferred as”
whereas � is used to mean “strictly preferred to.” Superscripts on vectors, for example,
x1, will be used to distinguish different vectors. The axioms of choice are

Axiom 1. Reflexivity. For any bundle x [X , x�� x.
Axiom 2. Completeness. For any two bundles x1 [X and x2 [X , either x1�� x2 or x2�� x1.
Axiom 3. Transitivity. Let x1; x2; x3 [X . If x1�� x2 and x2�� x3, then x1�� x3.
Axiom 4. Closure. For all x [X , sets x1 [X : x1�� x

� �
and x1 [X : x�� x1

� �
are closed.

The first axiom states that each bundle is as preferred as itself. The second axiom allows
any two bundles to be compared. Axioms 1–4 are sufficient to allow representation of
the preference ordering by a continuous, real-valued utility function uðxÞ.5

Axiom 5. Non-satiation. The utility function uðxÞ is non-decreasing in each of its
arguments and for all x in the choice set is increasing in at least one of its arguments.

Axiom 6. Convexity. If x2�� x1, then for 0 � λ � 1, λx2 + ð1� λÞx1� x1.

This axiom is a formal representation that indifference curves are convex to the origin,
stating that the linear combination of x1 and x2 is as preferred as x1. From axioms 1–6
the utility function is non-decreasing, quasi-concave, and unique up to a strictly
monotone function.6

4 See Deaton and Muellbauer (1980b) and Cornes (1992) for additional introductory readings and
references.

5 See Blackorby, Primont, and Russell (1978).
6 See Blackorby, Primont, and Russell (1978). Strict convexity rules out linear segments of indifference

surfaces and facilitates the assumption of a second-order differentiable utility function in the
optimization process. This assumption is useful in the application of duality theory.
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The axioms of choice not only provide the logical and mathematical foundation for
neoclassical consumer choice theory, but also provide means to justify constrained
utility maximization. So should someone ask how an economist defends the use of a
utility function, one answer is that it is equivalent to ranking preferences for bundles
of goods.

2.2 The Primal Problem

The constrained utility maximization problem is represented by max
x

u xð Þst p0x=mf g
where u is a continuous, non-decreasing, and quasi-concave utility function,
x = x1; . . .; xnð Þ0 > 0 is a (n � 1) non-negative vector of goods, p= p1; . . .; pnð Þ0 > 0 is
a (n � 1) vector of given prices, andm is total fixed expenditure. The Lagrangian of the
primal problem is L = uðxÞ+ λ m�Pn

i= 1
pi xi

� �
with the first-order conditions yield-

ing a system of n+1 partial differential equations @L
@xi

= @u
@xi
� lpi = 0; i = 1; . . .; n and

@L
@l =m�Pn

i= 1
pi xi = 0. Applying the Implicit Function Theorem, the utility-maxi-

mizing quantities demanded are x = xðp;mÞ, which are the uncompensated (i.e.,
Marshallian) demand functions.7 The Hotelling–Wold Identity pℓ

m
= @u

@xℓ
=
Pn

j= 1
xj

@u
@xj

provides the uncompensated system of inverse demand equations.
This set of demand functions satisfies the properties of homogeneity, aggregation,

symmetry, and negativity (often termed the general demand restrictions). Both the
derivative and elasticity form of these properties are provided ahead. Elasticity
expressions are, for example, defined as eim = @xi

@m
m
xi
, which represents the total expen-

diture elasticity of demand for good i, and eij = @xi
@pj

pj
xi
, which represents the price

elasticity of demand for good i and price j. The ith share equation is wi =
pixi
m
. Applying

Euler’s Theorem (see Intriligator 1971; Silberberg 1978) with homogeneity of degree 0 in
p and m gives rise to

0=
Xn
j= 1

@xi
@pj

pj +
@xi
@m

m,
Xn
j= 1

eij + eim = 0:

Differentiating the budget constraint with respect to m yields Engle aggregation

Xn
i= 1

pi
@xiðp;mÞ

@m
= 1,

Xn
i= 1

wieim = 1:

Differentiating the budget constraint with respect to pj yields Cournot aggregation

Xn
i= 1

pi
@xiðp;mÞ

@pj
= � qj ,

Xn
i= 1

wieij = � wj :

7 If one does not assume an interior solution, then the first-order conditions can be derived by using
the Kuhn–Tucker conditions (see Intriligator 1971).
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From Young’s Theorem, Slutsky symmetry can be derived as

@xi
@pj

+ xj
@xi
@m

=
@xj

@pi
+ xi

@xj

@m
; i 6¼ j , wieij +wiwjeim =wjeji +wiwjejm; i 6¼ j:

From the Slutsky equation the standard price and income effects can be generated.8
Compensated effects (and elasticities) can be derived from the substitution matrix

as
@xh

i

@pj
=

@x
i

@pj
+ xj

@xi
@m, ehij = eij +wjeim, which is useful in classifying goods into sub-

stitutes (ehij > 0; i 6¼ j) and complements (ehij < 0; i 6¼ j). The matrix of compensated

(i.e., Hicksian) demand functions is negative semi-definite, implying for each own-
price effect the negativity condition of

@xhi
@pi

< 0; i = 1; . . .; n:

Barten (1964, 1977) provides detailed derivations of general demand restrictions, including
Barten’s fundamental matrix equation, which concisely summarizes the above informa-
tion. A set of parameters estimated from a demand system satisfying each of these
restrictions is then fully consistent with the concept of constrained utility maximization.

3 DUAL FUNCTIONS
..................................................................................................................

Duality involves transforming consumer preferences represented in one variable (e.g.,
quantity space for the utility function) to another variable, which can be more
convenient for some theoretical or empirical problems. For example, in the expendi-
ture function, preferences appear in price space as opposed to quantity space for the
direct utility function. Below we provide an overview of the expenditure, indirect
utility, and distance functions along with theoretical properties.9

3.1 Expenditure Function

The expenditure function is defined as the minimum expenditure of attaining utility
level u at price p. The dual expression can be defined as eðp; uÞ=min

x
p0x s:t : uðxÞ= uf g.

The expenditure function is non-decreasing in p, increasing in u, homogeneous of degree
1 in p, and concave in p. From Shephard’s Lemma the compensated (i.e., Hicksian)

8 Note that Engle aggregation, homogeneity, and symmetry imply Cournot aggregation, and are not
independent relationships.

9 See Blackorby, Primont, and Russell (1978) for a more rigorous presentation of duality theory and
Deaton and Muellbauer (1980b), Varian (1992), and Cornes (1992) for additional introductory readings.
Refer to Lusk et al. (2002) for some insights on the empirical properties of duality theory.
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demand function arises from @eðp;uÞ
@pj

= xhj ðp; uÞ. The compensated demand functions are
homogeneous of degree 0 in prices and satisfy the negativity condition.

3.2 Indirect Utility Function

The consumer’s indirect utility function can be defined as

vðp;mÞ=max
x

uðxÞ s:t : p0x=mf g= uðxðp;mÞÞ

The indirect utility function is non-increasing in p, non-decreasing inm, homogeneous
of degree 0 in p andm, and quasi-convex in p. From Roy’s Identity the uncompensated
demand functions arise

@vðp;mÞ
@pj

� ��
@vðp;mÞ

@m

� �
= � xj

As above, the general demand restrictions of homogeneity, adding up, symmetry, and
negativity hold. Alternatively, the uncompensated demand function can be obtained by
the dual identity xjðp;mÞ= xhj ðp; vðp;mÞÞ.

3.3 Distance Function

A less familiar dual function is the distance function from which inverse demand
systems can be derived.10 This is important in food demand analysis when quantities
are predetermined. The standard consumer distance function can be defined by

d x; uð Þ= sup
d~

~d > 0jðx=~dÞ [ SðuÞ; 8u [R1

+

n o
:

Here, u is a (1 � 1) scalar level of utility, x = x1; . . .; xnð Þ0 is a (n � 1) vector of
predetermined goods, and SðuÞ is the set of all vectors of goods x [Rn

+ that can
produce the utility level u [R1

+ . The underlying behavioral assumption is that the
distance function represents a rescaling of all goods consistent with a target utility
level u. Intuitively, d is the maximum value by which one could divide x and still
realize u. The value d places x=d on the boundary of SðuÞ and on a ray through x.

Compensated inverse demand equations may be obtained by applying Gorman’s
Lemma @dðx;uÞ

@x =p̃hðx; uÞ, where m=
Pn

i= 1
pixi and p̃= ð~p

1
; . . .; ~pnÞ is a (n � 1) vector

10 An even less familiar concept is the benefit function. Luenberger (1992) introduced the benefit
function and Chambers, Chung, and Färe (1996) demonstrated that the benefit function is equivalent to
a directional distance function. As pointed out by Luenberger (1992), the consumer distance function
and the benefit function are distinctly different specifications. McLaren and Wong (2009) use the benefit
function to specify and estimate price-dependent or inverse demand models.
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of expenditure normalized prices or ~pi = pi=m.11 The properties of a distance function
are that it is homogeneous of degree 1, non-decreasing, and concave in quantities x, as
well as non-increasing and quasi-concave in utility u (Shephard 1970; Cornes 1992).

The Antonelli matrix @2dðx;uÞ
@x@x0

is negative semi-definite. Because the distance function is

homogeneous of degree 1 in quantities, it follows that the compensated inverse demand
function is homogeneous of degree 0 in quantities. Uncompensated inverse demand
functions can be obtained by applying the dual identity p~ ðxÞ= p~ hðx; uðxÞÞ.

The uncompensated price flexibilities are fiℓ =
@ ln pi x;cð Þ
@ ln xℓ

. The compensated
flexibilities f hiℓ =

@ ln pi x;uð Þ
@ ln xℓ

can be recovered using the expression f hiℓ = fiℓ-fiwj .

Scale flexibilities fi =
@ ln pi lxð Þ

@ ln l can be derived by @ ln pi λx~ð Þ
@ ln λ =

Pn
j= 1

fij for any scalar
λ (Anderson 1980). Conceptual and empirical properties exist between flexibilities
and elasticities, which are discussed further in Huang (1994) and Lusk et al. (2002).

4 AGGREGATION AND SEPARABILITY
..................................................................................................................

Consumers at any given time allocate resources between many goods (e.g., between
foods or food groups, food/non-food goods, durable/non-durable goods, or current/
future goods). It is important to find ways in which the consumer problem can be
simplified, either by aggregation, so that whole categories can be dealt with as single
units, or by separation, so that the problem can be dealt with in smaller, more
manageable units, making it empirically tractable (Deaton and Muellbauer 1980b).
Below we provide a brief introduction of aggregation and separability issues to set the
stage for the empirical analysis later in this chapter.12

4.1 Aggregation

Aggregation can be thought of as the transition from the microeconomics of individual
consumer behavior to the analysis of market demand. It is important to know what
useful properties, if any, of the disaggregated model survive the aggregation process.
Generally speaking, the aggregate demand function will possess no interesting proper-
ties other than homogeneity and continuity (Varian 1992: 155).

However, functional forms exist that can yield aggregate demand functions that are
useful in economic analysis. Two forms of aggregation are exact linear aggregation and
exact non-linear aggregation. An important role of aggregation theory is to provide

11 If x is a bundle for which uðxÞ= u then dðx; uÞ= 1, and the share form of the expression above is
given by @ ln dðx;uÞ

@ ln x =wðx; uÞ.
12 See Blackorby, Davidson, and Schworm (1991) for a more rigorous presentation and Deaton and

Muellbauer (1980b) and Cornes (1992) for additional readings.
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necessary conditions under which it is possible to treat aggregate consumer behavior as
if it were the outcome of the decisions of a single utility maximizing consumer.

Consider the aggregate demand function xi = xiðp;MÞ �
PH

h= 1
xihðp;mhÞ

= xiðp;m1; . . .;mHÞ, where there are h= 1, . . . , H consumers. Aggregate demand exists
(theoretically) with an income for each consumer. In empirical work total income or the
mean income level are more available but data may not be accessible for the income
of each individual. Linear aggregation of income M =

PH
h= 1

mh , �M = 1

H

PH
h= 1

mh

� �
implies linearity of income for consumer demand. More formally
xiðp;MÞ �

PH
h= 1

xihðp;mhÞwithM=
PH

h= 1
mh if and only if @xih

@mh
= biðpÞ8h; i: That

is, this occurs if and only if the demand function is a linear function of income

xiðp;MÞ=
XH
h= 1

½biðpÞmh + aihðpÞ�= biðpÞM + aiðpÞ

In effect, under exact linear aggregation, Engle curves are linear and the same slope
for each individual. These restrictive conditions are not appealing for most empirical
work.

Exact non-linear aggregation, wherein Engle curves are not necessarily linear, gen-
eralizes the above specification (see Deaton 1986). It requires only that demand for
goods depends on prices and a representative level of expenditure, M, which itself can
be a function of the distribution of expenditures and of prices. In this case, the market
pattern of demand can be thought of as deriving from the behavior of a single
representative individual endowed with total expenditure M and prices p.
A particularly relevant case for the applied economist occurs when the representative
expenditure level is independent of prices and only depends on the distribution of
expenditures. This case is known as the price-independent generalized linearity
(PIGL). The logarithmic form is known as the PIGLOG, where the microexpenditure
function is expressed as

ln e u; pð Þ= 1� uð Þln a pð Þ+ u ln b pð Þ
for function of prices a pð Þ and b pð Þ. This gives rise to the almost ideal demand system,
which is non-linear in expenditure, and is pervasive in the food demand literature.
We illustrate this further as an application in the empirical section of this chapter. For
recent extensions and further discussion of these issues, see Slottje (2009).

4.2 Separability

Separability is relevant because it has the potential to reduce the dimensionality of the
consumer demand problem and allow a researcher to examine one aspect of a problem
in relative isolation from others. For example, meat is often assumed separable from
other foods. There are several historical forms of separability in the economic
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literature, includingHicksian separability and functional separability.Here we focus on
functional separability.13

Alternative forms of separability inherit characteristics from the structure of
the utility function. Consider, first, the concept of additive separability (Houthakker
1960). The utility function that is additively separable is expressed as
uðxÞ= fðx1Þ+ . . .+ fðxnÞ. This implies functional independence of the marginal utility
of good i from the consumption of any other good, or

@u

@xi
=

@fi
@xi
) @2u

@xi@xj
=

@2fi

@xi@xj
= 0:

Is the additivity assumption ever defensible? Some argue it is for broad aggregates such
as food, housing, or clothing, as opposed to individual commodities. However, most
agree that the restrictive nature implied for the underlying preference structure limits
its usefulness for food demand analysis.

A more general concept is weak separability, which has been applied
in many empirical food demand studies. Suppose there exists a partition
of m groups of goods (with nm goods in group m), and consider two groups q
and r (say, beverages and meats, respectively). Formally, weak separability arises
when uðx11; : : : ; x1n1 ; x21; : : : ; x2n2 ; : : : ; xm1; : : : ; xmnmÞ = Fðf1ðx11; : : : ; x1n1Þ ; : : : ;
fmðxm1; : : : ; xmnmÞÞ if and only if @

@xqk
@u
@xri

	 

= @u

@xrj

	 
h i
= 0 8 r; i; j; k; q ðq 6¼ rÞ and

where k [ 1; : : : ; nq
� �

and i; j [ 1; : : : ; nrf g. In other words, under weak separability,
the ratio of marginal utilities from goods within one group (say, meats) is independent
relative to the change in consumption of a good in another group (say, beverages).
Goldman and Uzawa (1964) demonstrated that a direct result of weak separability is
that price effects from outside a particular group of goods are translated through
income effects. Alternative forms of separability that may be of interest to the applied
economist are implicit and asymmetric separability.14

5 INTEGRABILITY AND WELFARE EFFECTS
..................................................................................................................

The problem of integrability is summarized by the question “If xðp;mÞ satisfies the
general demand restrictions, can one integrate xðp;mÞ back and recover the utility
function?” As demonstrated above, in mathematical terminology, the first-order

13 Hicksian separability occurs if prices of a group of goods change proportionately, then the
corresponding group of goods can be aggregated into a single composite commodity having a single
price for purposes of analyzing consumer demand. However, if prices of a group of goods do not change
proportionately, then an alternative approach such as weak separability is needed.

14 See Blackorby, Primont, and Russell (1978) and Moschini, Moro, and Green (1994) for more details
related to weak and other forms of separability. To read more on two-stage budgeting and separability,
see Deaton and Muellbauer (1980b).

16 N ICHOLAS E. PIGGOTT AND THOMAS L. MARSH



conditions form a system of partial differential equations (PDEs). A necessary condi-
tion for a local solution to the system of PDEs is symmetry of cross-partial derivatives
(i.e., satisfy mathematical integrability and path independence). Hence, economic
integrability requires mathematical integrability (i.e., Slutsky symmetry) plus Engle
aggregation, homogeneity, and curvature properties of x = hmðp;mÞ. Therefore,
recovering a utility, indirect utility, or expenditure function requires economic integra-
bility (Hurwicz and Uzawa 1971; Silberberg 1978).

Integrability not only allows recovery of preference structure, but also provides the
means to measure exact welfare changes.15 Two standard measures of exact welfare are
equivalent and compensating variation. Consider a consumer with an initial price
vector and budget at ðp0;m0Þ. The idea is to obtain a measure of the welfare change
implied by the move from ðp0;m0Þ to ðp1;m1Þ. The equivalent variation associated with
the move from ðp0;m0Þ to ðp1;m1Þ is defined as that amount of income that, if given to
the consumer, would have exactly the same effect on his/her welfare as the move from
ðp0;m0Þ to ðp1;m1Þ. The equivalent variation can be represented
by EV 01 = Eðp0; u1Þ � Eðp1; u1Þ. For a single price change it can be represented by
EV 01 =

R p0
j

p1
j
xhj p; u1ð Þdpj .

Compensating variation provides an answer to the following question: How much
income would have to be taken away from the consumer in order to negate the effect of
moving from ðp0;m0Þ to ðp1;m1Þ? The compensating variation can be represented
by CV 01 = Eðp0; u0Þ � Eðp1; u0Þ. For a single price change it can be represented by
CV 01 =

R p0
j

p1
j
xhj p; u0ð Þdpj . Approaches to estimate the magnitude and precision of

welfare changes for single or multiple price changes are discussed in Vartia (1983)
and Breslaw and Smith (1995).16 See Just, Hueth, and Schmitz (2004) for further
reading on applied welfare economics.

6 FUNCTIONAL FORMS AND EXAMPLES
..................................................................................................................

Popular functional forms of ordinary demand systems include the translog model of
Christensen, Jorgenson, and Lau (1975), the almost ideal (AI) demand system of
Deaton and Muellbauer (1980a, b), and the normalized quadratic model (Diewert
and Wales 1988). Differential demand systems were developed by Barten (1964) and
Theil (1965), who provide alternative specifications of the Rotterdam model. Barnett
(1979) provided theoretical foundations for the Rotterdam model. Several general-
izations of these models include the AI translog model of Lewbel (1989), the generalized
translog (Pollak andWales 1980), the generalized AI (Bollino 1987), the globally flexible
AI (Chalfant 1987), the generalized AI translog (Bollino and Violi 1990), the quadratic

15 See Diewert (2009) for exact index methods to approximate cost of living and welfare changes.
16 Kim (1997) provided information to estimate welfare impacts from quantity measurements. Holt

and Bishop (2002) apply this approach to price formation of fish.
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AI (Banks, Blundell, and Lewbel 1997), and the nested PIGLOG (Piggott 2003).
LaFrance and Pope (2009) derived a generalized quadratic expenditure system. Func-
tional forms of inverse demand systems include the inverse linear expenditure model,
the inverse almost ideal (IAI) demandmodel of Eales and Unnevehr (1994), and inverse
normalized quadratic model of Holt and Bishop (2002).

For illustrative purposes we include two duality examples. The first example uses the
Cobb–Douglas functional form, which is a globally regular function with rank 1.17 The
second example uses the AI demand function, which is a locally flexible function of
rank 2. Note that with the Cobb–Douglas specification, it is straightforward to derive
the inverse uncompensated demand function directly from the uncompensated de-
mand function. However, as shown below with the AI functional form, solving for the
inverse demand function directly from the demand function is not always possible,
further motivating the usefulness of duality relationships.

6.1 Duality Example I: The Cobb–Douglas Functional Form

A simple example demonstrating the dual relationships is the Cobb–Douglas function-
al form. Consider the utility function u xð Þ= xa1

1
xa2
2

� �
with two goods where α1 + α2 = 1.

Following standard relationships the following dual functions can be derived:

(a) the indirect utility function v p;Mð Þ= α1 Mp1

	 
α1
α2 Mp2

	 
α2
and (b) the expenditure

function e p; uð Þ= u p1
α1

	 
α1 p2
α2

	 
α2	 

. The distance function is d x; uð Þ= x1ð Þα1 x2ð Þα2

u

	 

.

Further, and considering good 1 for convenience, applying Roy’s Identity to the indirect
utility function yields the uncompensated demand function xm

1
= α1 Mp1 . This demand

system is homothetic with Engle curves through the origin and of rank 1.18 The

compensated demand function xh
1
= u p1

p2

α2
α1

	 
α1-1
(from Shephard’s Lemma), uncom-

pensated inverse demand function pm
1
= α1M

x1ð Þ (by the Hotelling–Wold Identity), and

compensated inverse demand function ~ph
1
= α1

u

x1ð Þ
x2ð Þ

	 
α1-1
(from Gorman’s Lemma).

From the Hotelling–Wold Identity the uncompensated inverse share equation is

given by wim
1

= α1
xi

xi�cið Þ
	 
h i

=
Pn

j= 1
α1

xj

xj�cjð Þ
� �� �� �

while the uncompensated share

equation wm
1
= p1c1

M
+ α1 M

*
M

.19

17 See Barnett and Serletis (2008) for discussion of global regularity versus flexible functional forms
(arbitrary second-order approximation) and rank.

18 This is a rank 1 demand system because it is comprised of a single term that is a function of price.
See Barnett and Serletis (2008).

19 This uncompensated inverse share expression is identical to equation (6) in Moschini and Vissa
(1992) and derived in Marsh and Piggott (2010).
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6.2 Duality Example II: The Almost Ideal Demand Function

Following Deaton and Meullbauer (1980a) the expenditure functions can be defined as
ln e p; uð Þ= ð1� uÞ ln aðpÞ+ u ln bðpÞ. Applying Shephard’s Lemma and substitut-
ing the indirect utility function yields the share expression wi = αi +

Pn
j= 1

gij
ln pj + βi ln m=Pð Þ where ln P = α0 +

Pn
j= 1

αj ln pj +
1

2

Pn
i= 1

Pn
j= 1

gij ln pi ln pj .
This demand system is logarithmic in expenditure with two terms containing price
functions and is of rank 2. Necessary demand conditions that lead to parameter
restrictions are:

Pn
i= 1

αi = 1;
Pn

j= 1
gij = 0;

Pn
i= 1

βi = 0 adding up;
Pn

i= 1
gij = 0 homoge-

neity; and gij = gji symmetry.
Following Eales andUnnevehr (1994) the logarithmic distance functionmay be specified

as ln dðx; uÞ= ð1� uÞ ln aðxÞ+ u ln bðxÞ. The IAI expenditure system is obtained by
substituting in the equations ln aðxÞ= ~α0 +

Pn
j= 1

~αj ln xj +
1

2

Pn
i= 1

Pn
j= 1

~gij ln xi ln xj
and ln bðxÞ= ~β0

Qn
i= 1

xi + ln aðxÞ. Applying Gorman’s Lemma and substituting in the
direct utility function uðxÞ= ln aðxÞ= ln aðxÞ� ln bðxÞð Þ, which is obtained by inverting
the distance function at dðx;uÞ=1. The share form of the inverse demand function is
wi=~αi+

Pn
j=1

~gij ln xj+~βi lnQ where ln Q=~α0+
Pn

j=1
~αj ln xj+ 1

2

Pn
i=1

Pn
j=1

~gij ln xi
ln xj . Necessary demand conditions lead to parameter restrictions of the distance
function specification as follows:

Pn
i=1

~αi=1;
Pn

j=1
~gij=0;

Pn
i=1

~βi=0 adding up;Pn
i=1

~gij=0 homogeneity; and ~gij=~gji symmetry.

7 ECONOMETRIC METHODS
..................................................................................................................

There is an extensive literature on the empirical estimation of consumer demand
models. Working (1926) provided a seminal paper entitled “What Do Statistical
Demand Curves Show?” Stone’s empirical application of the linear expenditure system
arrived in 1954. Deaton (1986) provided an extensive review of demand system models
and estimation issues. Lafrance (2008) provided a recent example of aggregate food
demand analysis. A more current focus has been on microeconometric analysis, the
analysis of individual-level data, which is now more available to the applied economist
and is briefly discussed below (see Cameron and Trivedi 2005).

Consider a system with i= 1, . . . , N goods and t= 1, . . . , T time-series observations;
this yields NT total observations. For estimation purposes, the demand system can be
represented at time t by the non-linear specification wt = ftðβ; xtÞ+ et where wt is a
vector of share equations, f is a differentiable non-linear function of unknown para-
meters β structuring the consumer’s model, xt is a vector of explanatory exogenous
variables, and et a vector of unknown residuals. Classical assumptions on the residual
of the regression model are that Eðet jxtÞ= 0 and Eðete0t jxtÞ=O is a finite contempora-
neous correlation matrix. Here, the expected value of the residuals is 0 with constant
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variance exhibiting independence over time and correlation across equations. Standard
estimators of this model, which are contingent on the properties of the residuals (and
the maintained assumptions of the demand model), are least squares, maximum
likelihood, and generalized method of moments. For example, the iterative seemingly
unrelated regression model is commonly applied in the presence of contemporaneous
correlation across equations. However, across competing estimators, trade-offs exist
between less restrictive model assumptions and performance properties of the estima-
tors. General discussion about, and specific references for, finite-sample (e.g., bias and
efficiency) properties and large-sample (consistency and asymptotic efficiency) proper-
ties and distributions of these estimators can be found in Davidson and MacKinnon
(1993), Mittelhammer (1996), Mittelhammer, Judge, and Miller (2000), and Greene
(2008). In the share form of the system, the adding up constraint induces singularity in
the covariance matrix O of the residual e. This is addressed by omitting one of the
goods from the estimation process, leaving N�1 goods and (N�1)�T remaining
observations. Parameter estimates from the omitted equation are recovered through
general demand restrictions.

Important econometric issues arise in estimation of demand systems, including
identification, residual violations, and simultaneity. Working (1926) initially addressed
issues of identification of demand and supply models.Hsiao (1983) provided a review of
identification issues with insightful examples. Davidson and MacKinnon (1993)
provided another good source for background on identification.

In empirical applications, contingent on the data-generating process, the residuals of
the model could exhibit heteroskedastic disturbances, autoregressive disturbances, or
combinations of these processes, which typically reduces efficiency (but does not affect
consistency) of the estimator. Berndt and Savin (1975) developed the approach to estima-
tion and hypothesis testing in singular equation systemswith autoregressive disturbances.
Given that the form of heteroskedasticity is known, then feasible least squares, iterated
seemingly unrelated regression, maximum likelihood, and generalized methods of mo-
ments remain standard tools to consistently estimate systems of equations. White’s
heteroskedastic robust consistent covariance estimator and theNewey–White autoregres-
sive–heteroskedastic consistent covariance estimator are often applied in practice if the
form of heteroskedasticity is unknown (Greene 2008). For time-series data, unit root
processes are feasible and require specific attention in demand system estimation (see
Greene 2008). Balcombe (2004) applied cointegrationmethods to demand system analysis.

Simultaneity, on the other hand, in the regression model can arise and create bias
and inconsistent parameter estimates, and the usual tests for these parameters are not
appropriate (Judge et al. 1985; Thurman 1987). Here the model wt = ftðβ; xtÞ+ et
contains xt, which is a vector of explanatory predetermined and endogenous variables.
Hausman–Wu tests provide a general form of specification testing for endogeneity
(Judge et al. 1985). In this situation, instrumental variable approaches are common
estimators (Deaton 1986), as well as limited or full information maximum likelihood
and generalized method of moments. Tests for weak instruments and overidentifica-
tion restrictions are also standard tools and discussed in Greene (2008).
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Hypothesis testing related to model parameters and specification is a crucial part of
demand systems analysis. The standardWald, Lagrange multiplier, and likelihood ratio
test approaches for individual and joint hypotheses (e.g., symmetry) are covered in
Engle (1984), as well as Mittelhammer (1996), Mittelhammer, Judge, and Miller (2000),
Greene (2008), and Davidson and MacKinnon (1993). Bewley (1986) and Moschini,
Moro, and Green (1994) provide adjusted likelihood ratio test approaches designed for
tests in systems estimation. These hypothesis testing procedures can also be used to
compare nested models by parameter restrictions. However, comparing performance
of non-nested models is often of interest in practice. Non-nested hypothesis testing
arises when, for example, competing models are not nested in the sense that one model
cannot be made a special case of another by parameter restrictions. An introduction to
non-nested testing is included in Davidson and MacKinnon (1993). Vuong (1989)
provided a generalized likelihood test for non-nested models useful for testing between
competing specifications of demand systems.

Other empirical research focused on hypothesis testing is relevant to the applied
economist. McGuirk et al. (1995) provided an overview of system misspecification
testing and structural change related to meat demand. Moschini, Moro, and Green
(1994), Eales and Unnevehr (1988), and Eales and Wessells (1999) test for separability
in food products. Useful non-parametric tests for normality and independence are
described in Mittelhammer (1996, ch. 10).

The availability of more disaggregate data has refocused some traditional issues and
introduced other econometric issues into the forefront of demand system estimation.
For example, Dhar, Chavas, and Gould (2003) examined brand-level scanner data and
tested for simultaneity and separability. Furthermore, missing observations that are
latent in nature remain pervasive in disaggregate data often adding an additional layer
of censoring complexity to systems estimators (Yen and Lin 2006). Spatial processes
have recently received attention in systems estimation of disaggregate data. These
topics are rich areas of future research.

8 EMPIRICAL APPLICATION
..................................................................................................................

This section highlights how different approaches and methods can impact results in
practice. That is, researchers’ empirical application of demand systems is fraught with
auxiliary hypotheses of specification choices that can impact results. This reality of
empirical work is unavoidable and presents significant challenges to researchers. Space
limitation precludes a thorough and complete analysis of all of the challenges involved.
We limit our attention to examination of a single data set that involves annualUS food-
at-home (FAH), food-away-from-home (FAFH), and alcoholic beverages (AB) con-
sumption over the period 1978–2007. This offers the novel opportunity to explore price
formation for FAH, FAFH, and AB, which has not been published as far as we are
aware. Furthermore, we investigate an important modeling choice involving food
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demand that confronts agricultural economists. Specifically, we investigate whether a
system of inverse demands, where prices are a function of quantities providing an
alternative and fully dual approach to ordinary demand system, is a more appropriate
way to model food demand consistently with the idea that food quantities are exoge-
nous (supply is inelastic) and it is price that must adjust to establish a market clearing
equilibrium. The possibility of demand models that specify prices as a function of
quantities is motivated by the perishability of the many foods now consumed and the
increasing prevalence of consumption of food away from home which tends to be
freshly prepared with a limited shelf life. To evaluate this question we employ a novel
straightforward example of estimating the IAI demand system (Eales and Unnevehr
1994) and the AI demand system (Deaton and Muellbauer 1980a) using the same data
set and then proceed to make comparisons of each of the models’ statistical perfor-
mance based on econometric criteria and also qualitative assessments of the estimated
economic effects in an effort to identify definitively an empirically preferred approach.

8.1 The Inverse Almost Ideal (IAI) Demand System

The share form of the IAI demand system can be expressed as

wi = αi +
Xn
j= 1

gij ln xj + βi ln Q

where

ln Q = α0 +
Xn
j= 1

αj ln xj +
1

2

Xn
i= 1

Xn
j= 1

gij ln xi ln xj

and variables wi = expenditure share of food i(wi =
pixi
M
), xi = quantity demanded of

food i, pi = price of food i, and parameters are to be estimated as α0; αi; gij; and βi (Eales
and Unnevehr 1994). Necessary demand conditions that lead to parameter restrictions
of the distance function specification are as follows:

Xn
i= 1

αi = 1;
Xn
j= 1

gij = 0;
Xn
i= 1

βi = 0 adding up

Xn
i= 1

gij = 0 homogeneity

~gij ¼ ~gji symmetry
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Price and scale flexibilities are defined by

@ ln pi xð Þ
@ ln xℓ

=
1

wi

giℓ + βi αℓ +
Xn
j= 1

gjℓ ln xj
� � !" #

-diℓ

@ ln pi lx~ð Þ
@ ln l

= � 1+ βi=wi;

where the last equality simplifies due to imposition of general demand restrictions with
reference vector x~.

8.2 The Almost Ideal (AI) Demand System

The share form of AI demand function can be derived as

wi = αi +
Xn
j= 1

gij ln pj + βi ln P

where

ln P = α0 +
Xn
j= 1

αj ln pj +
1

2

Xn
i= 1

Xn
j= 1

gij ln pi ln pj ;

and wi= expenditure share of food i(wi =
pixi
M
), pi= price of food i, xi= quantity

demanded of food i, and parameters are to be estimated as a0; ai; gij ; and bi (Deaton
and Muellbauer 1980a). Necessary demand conditions that lead to parameter
restrictions of the expenditure function specification are as follows:

Xn
i= 1

αi = 1;
Xn
j= 1

gij = 0;
Xn
i= 1

βi = 0 adding up

Xn
i= 1

gij = 0 homogeneity

gij = gji symmetry:

Price and expenditures elasticities are defined by

@ ln qi pð Þ
@ ln pℓ

=
1

wi

giℓ-βi αℓ +
Xn
j= 1

gjℓ ln pj
� � !" #

� diℓ
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@ ln qi pð Þ
@ ln M

= � 1+ βi=wi

8.3 Empirical Results

The IAI and AI models are applied to aggregate annual time-series data for food
demand in the United States over the period 1978–2007 (thirty years). Expenditures on
food are maintained to be weakly separable from expenditure on all other goods. The
annual consumer expenditure data are from the United States Department of Agricul-
ture measuring FAFH, FAH, and AB. Per capita expenditure series were derived by
dividing expenditures by US population data from the Census Bureau. Per capita
consumption series were then constructed by dividing the expenditure data by the
appropriate price index, which is from the Bureau of Labor Statistics.

The summary statistics are shown in Table 1.1, which reveals that US consumers, over
the past thirty years, spent an average of $2,665 per person annually on food. These
expenditures were allocated on average as follows: 39.4 percent on FAFH, 48.5 percent on
FAH, and 12 percent on AB. However, these average expenditure shares mask an
important trend that FAFH expenditures have become more prominent, while FAH
expenditures have been declining, with expenditures on AB remaining relatively stable.
These trends are made clear in Figure 1.1, which reveals that if these trends continue then
FAFHwill soon account for the largest component of US consumers’ food budget.Piggott
(2003) makes the point that there has been an abundant literature investigating factors
responsible for these changes and the growing importance of FAFH. A large part of

Table 1.1 Summary statistics of annual data, 1978–2007 (30 observations)

Variables Average Standard deviation Minimum Maximum

FAFH expenditure ($/capita) 1,073.770 400.830 430.870 1,840.180
FAH expenditure($/capita) 1,271.880 333.359 687.507 1,932.630
Alcoholic beverages ($/capita) 319.555 102.139 162.691 538.209
Total expenditures ($/capita) 2,665.200 834.276 1,281.070 4,311.020
FAFH price index 139.385 38.271 68.300 206.659
FAH price index 138.178 36.560 73.800 201.245
Alcoholic beverages price

index
141.944 39.409 74.100 207.026

Share FAFH 0.394 0.031 0.336 0.428
Share FAH 0.485 0.028 0.447 0.537
Share alcoholic beverages 0.120 0.006 0.110 0.128

Sources: Food expenditures are from Economic Research Service, US Department of Agriculture,
<http://www.ers.usda.gov/briefing/CPIFoodAndExpenditures/Data/table1.htm>; price data are from
US Bureau of Labor Statistics <http://data.bls.gov/PDQ/outside.jsp?survey=cu>; population data are
from US Census Bureau <http://www.census.gov/popest/archives/1990s/popclockest.txt>, <http://
www.census.gov/popest/states/NST-ann-est2007.html>.
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this literature has been concerned with utilizing cross-sectional data such as panel data
and assessing the impact of household demographics and change in the workforce
participation etc. A viable alternative approach following Piggott (2003) is to employ
aggregate time-series data applied to theoretical consistent complete demand systems.
Of particular interest in this chapter is to examine the empirical question of whether a
system of inverse demands, where prices are a function of quantities providing an
alternative and fully dual approach to the ordinary demand system, is a more appro-
priate way to model food demand consistently with the idea that food quantities are
exogenous (supply is inelastic) and it is price that must adjust to establish a market
clearing equilibrium.

8.4 Some Estimation Issues

The IAI and AI models are estimated as separable complete systems of equations
including FAFH, FAH, and AB using iterated non-linear estimation techniques in SAS
(proc model and ITSUR). Because of the singular nature of the share system, one of the
equations must be deleted in estimation (AB). General demand restrictions of homo-
geneity, symmetry, and aggregation are imposed and treated as maintained hypotheses.
Both the IAI and AI models include the difficult-to-estimate a0 parameter, which can
cause convergence issues owing to difficulties in identifying values of this parameter.
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figure 1 US expenditure shares of FAH, FAFH, and AB, 1978–2007
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This problem is well known in the literature and the common ad-hoc fix is to set this
parameter to zero. In an effort to estimate this parameter, an estimation strategy
employed was first to estimate each model with a0=0 to generate starting values for
the unrestricted model, where a0 is unrestricted. This strategy was successful, allowing
us to identify and estimate a0 in both models with convergence at 1.0E-5.

8.5 Parameter Estimates

The estimated parameters for the IAI and AI models are reported in Table 1.2.
Inspecting the statistical significance of individual parameter estimates provides
some insight into the potential relative goodness of fit of each model. It is noteworthy
that in both models the parameter a0 was not individually statistically different from
zero at the 5 percent level, providing some support to previous work that has imposed
this parameter to zero to facilitate estimation. The IAI model has five of the eight
estimated parameters being individually statistically significantly different from zero at
the 5 percent level compared with only two parameters in the AI model being
individually statistically significantly different from zero at the 5 percent level. Further
evidence that the IAI model might be a statistically better fit is reflected in the value of
the maximized log-likelihood values of 272.6 for the IAI model compared with 208.7
for the AI model. Finally, the individual R2 for the estimated FAH and FAFH are 0.97
in the IAI model, compared with the lesser 0.74 and 0.83 respectively for the AI model.
Thus, based on a larger number of individually statistically significant parameters, a
larger maximized likelihood value, and larger R2 for each equation, the estimated

Table 1.2 Estimated coefficients for the inverse almost ideal (IAI)
and almost ideal (AI) models

IAI model AI model

a0 �470.037 (412.500) 43.949 (28.693)
aFAH 62.906 (36.271) 20.992 (13.062)
aFAFH �54.617 (29.956) �20.166 (13.264)
bFAH 0.134* (0.042) 0.502* (0.067)
bFAFH �0.117* (0.041) �0.504* (0.052)
gFAH,FAH �8.214* (2.452) 10.444 (6.095)
gFAH,FAFH 7.229* (1.940) �10.454 (6.118)
gFAFH,FAFH �6.282* (1.611) 10.443 (6.181)

LL 272.622 208.663
R2FAH 0.977 0.737
R2FAFH 0.972 0.829

Notes: Figures in parentheses are the estimated standard errors.
* denotes a coefficient that is statistically significantly different from zero at
5% level. LL is the maximized likelihood value.
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parameter results suggest that the IAI might be a more statistically appropriate model
compared with the AI model in explaining expenditure shares over the period
1978–2007.

8.6 Flexibility and Elasticity Estimates

Another criterion for evaluating competing models is to compare estimated economic
effects (flexibilities and elasticities) and their reasonableness with prior beliefs and their
consistency with theory. Table 1.3 provides a comparison of the estimated flexibilities
and elasticities for the IAI model and the AI model. For the IAI model all of the
uncompensated own-price flexibilities are negative, as are the scale flexibilities.
A 1 percent increase in the quantity of FAH consumed is associated with a 0.379
percent decline in the price of FAH. Interestingly, a 1 percent increase in the quantity
of FAFH consumed is associated with a 0.687 percent decline in the price of FAFH,
revealing a much more elastic response compared with FAH. A 1 percent increase in
the quantity of AB is associated with a 0.311 percent decline in the price of AB. Scale

Table 1.3 Estimated flexibilities for the IAI model and elasticities for the AI model

Flexibilities IAI model Elasticities AI model

Uncompensated
PFAH PFAFH PAB QFAH QFAFH QAB

QFAH �0.379 �0.252 �0.028 PFAH �1.296 �0.786 �0.197
QFAFH �0.403 �0.687 �0.152 PFAFH 0.301 �0.464 0.204
QAB �0.265 �0.558 �0.311 PAB �0.145 0.311 �1.176

Compensated
PFAH PFAFH PAB QFAH QFAFH QAB

QFAH �0.118 0.067 0.051 PFAH �0.400 0.323 0.077
QFAFH 0.088 �0.085 �0.003 PFAFH 0.283 �0.482 0.199
QAB 0.182 �0.008 �0.174 PAB 0.253 0.801 �1.054

Scale or expenditure
Scale Expenditure

PFAH PFAFH PAB QFAH QFAFH QAB
�0.659 �1.243 �1.134 2.279 �0.040 1.011

Measures of consistency with theory (percent compensated < 0)
PFAH PFAFH PAB QFAH QFAFH QAB
70.0 66.7 100.0 86.7 90.0 100.0

Percent NSD
66.7 86.7

Notes: Reported estimates are the respective means from flexibilities and elasticities calculated
over the sample. Measures of consistency with theory involve checking the negativity of uncom-
pensated and compensated flexibilities at every data point and the negative semi-definiteness (NSD)
of the substitution matrix.
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flexibilities indicate that scale of consumption increases of 1 percent would lead to
declines in FAH price of 0.659 percent, FAFH price of 1.2 percent, and AB price of 1.134
percent. These flexibilities seem reasonable and plausible. Checking their consistency
with underlying theory reveals that the compensated own-price flexibilities of FAH and
FAFH are only consistent with the negativity condition at 70 and 66.7 percent of
observations, respectively. Furthermore, the Antonelli substitution effects were found
to be consistent with negative semi-definiteness at 66.7 percent of observations (failing
during the period at the beginning of the sample, 1978–88).

For the AImodel all of uncompensated own-price elasticities are negative and two of
the expenditure elasticities (FAH and AB) are positive, with the other (FAFH) being
borderline negative. A 1 percent increase in the price of FAH is associated with a 1.296
percent decline in the quantity demanded of FAH. Interestingly, a 1 percent increase in
the price of FAFH is associated with a 0.464 percent decline in the quantity demanded
for FAFH, revealing a much more inelastic demand response. A 1 percent increase in
the price of AB is associated with a 1.176 percent decline in the quantity demanded of
AB. Expenditure elasticities convey that FAH is a luxury good (2.279), FAFH is
borderline inferior (�0.04), and AB is a borderline luxury good (1.011). Checking
their consistency with underlying theory reveals that the compensated own-price
flexibilities of FAH and FAFH are consistent with the negativity condition at 86.7
and 90 percent of observations, respectively. Furthermore, the Hicksian substitution
effects were found to be consistent with negative semi-definiteness at 86.7 percent
of observations (failing during the period at the beginning of the sample 1978–81).
In sum, both models’ estimated effects seem mostly plausible, with the caveat that
neither model is fully consistent with theory owing to problems being consistent with
negativity of flexibilities and elasticities (FAH and FAFH) as well as the magnitudes of
expenditure elasticities—with the AI model being inconsistently slightly less than the
IAI model.

8.7 In-Sample Non-Nested Tests

Since the IAI and AI models have the same set of dependent variables, it is possible to
test whether the IAI model rejects the AI model using a non-nested test framework
developed by Vuong (1989). Testing the IAI model against the AI model, if the null
hypothesis is true the average value of the log-likelihood should be zero and the test
statistic should be close to zero. Alternatively, if the test statistic is positive and
statistically significantly different from zero (Z0.05= 1.96), then the IAI model rejects
the AI model. We calculated the Vuong test with the IAI against the AI and the test
statistic was found to be 8.725 (Table 1.4), providing strong statistical support for the
IAI model with the AI being rejected. This result echoes the other statistical results
favoring the in-sample performance of the IAI model over the AI model.
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8.8 Out-of-Sample Non-Nested Tests

Since both the IAI and AI models have the same set of dependent variables, it is also
possible to evaluate each model’s respective out-of-sample forecast accuracy. Owing to
the small sample on hand, and to conserve degrees of freedom, each model is evaluated
on its ability to make one-period-ahead forecasts using the approach of Piggott (2003).
This approach leads to two different statistics being calculated that utilize all of the
information contained in the forecast error vector generated by the one-period-ahead
forecast errors at each observation. The first statistic,tr Oð Þ, which is the trace of the
estimated covariance of one-period-ahead forecast errors, is equivalent to the sum of
squared forecast errors (SSFE) for the two equations estimated. Table 1.4 reveals, based
on this criterion, that the IAI model (0.00170) outperformed the AI model (0.01478)
with markedly smaller one-period-ahead forecast errors. The second statistic,jOj,
which is the determinant of the covariance of forecast errors, is favorably impacted if
there is correlation between forecast errors. Table 1.4 reveals, based on this criterion,
that the IAI model (7.07E-08) once again outperformed the AI model (5.05E-06) with
smaller one-period-ahead forecast errors. Thus, there appears to be further support for
the IAI model over the AI model based on the criterion of out-of-sample one-period-
ahead forecast prediction performance.

9 CONCLUSION
..................................................................................................................

The constrained utility maximization model provides the basis for ordinary demand
system estimation and has been the mainstay for food demand analysis in the agricul-
tural economics literature. Duality theory provides alternative approaches to both
ordinary and inverse demand system approaches. In particular, the distance function
approach allows applied researchers the opportunity to specify inverse demand sys-
tems to study consumer price formation. An overview of the literature was presented
with the intention of balancing theoretical concepts and empirical application.

Table 1.4 Statistical inferences for the IAI model versus the AI model,
non-nested test (Vuong statistic = 8.725) (out-of-sample one-period-
ahead forecasting performance)

Criteria IAI model AI model

tr Oð Þ 0.00170 0.01478
jOj 7.07E-08 5.05E-06

Note: See Piggott (2003: 11) for methods used in calculating O.
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We provide a straightforward illustrative example of US food demand (food at
home, food away from home, and alcoholic beverages) using aggregate annual time-
series data in the United States over the period 1978–2007. Applying a standard
AI demand model and IAI demand model, we find that the price formation model
dominates the quantity formation model in both in- and out-of-sample testing.
A plausible explanation is motivated by the perishability properties of the many
foods now consumed and the increasing prevalence of consumption of food away
from home, which tends to be freshly prepared with a limited shelf life. This result calls
for a more complete examination of the less commonly employed inverse demand
systems in agricultural economics to establish its performance compared to the main-
stay ordinary demand systems over a broader range of empirical applications to food
demands and more general functional forms. Rationalizing this empirical question of
the auxiliary hypothesis of specification choices as to whether an ordinary or inverse
demand system is most appropriate for a particular application is left for future work,
with the question of inverse models being more appropriate for demand analysis
remaining open for further careful scrutiny.
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HOUSEHOLD PRODUCT ION

THEORY AND MODELS
...............................................................................................

WALLACE E. HUFFMAN*

1 INTRODUCTION
..................................................................................................................

Becker (1976) is best known for modeling household decisions and resource allocation
in a model where a household is both a producing and a consuming unit. Output that is
produced by the household is consumed directly and not sold in the market. Becker
claimed the productive household model was a major advance in understanding
household behavior relative to models that treated households as purely consuming
units (e.g., see Varian 1992: 94–113). Margaret Reid (1934) provided an early description
of household production behavior, and her work is an important antecedent to
Becker’s formal modeling of the productive household. And in the early 1960s Mincer
(1963) became convinced of serious misspecification of empirical household demand
functions for food, transportation services, and domestic services; the opportunity cost
of the homemaker’s or traveler’s time and household non-labor- (or full-)income were
omitted variables. He also showed that using cash income as an explanatory variable
was inappropriate because it reflected a variety of household decisions, including a
decision on howmany hours to work for pay. Food economic studies over the past four
decades have largely overlooked the potential of household production theory and
models in demand analysis.

* Jessica Schuring, Abe Tegene, Sonya Huffman, and Peter Orazem made helpful comments on an
earlier draft. Alicia Rossburg provide extensive editorial suggestions. Also, this version has benefited
from an anonymous reviewer and the editors’ comments. Chiho Kim, Tubagus Feridhanusetyawan,
Alan McCunn, Jingfing Xu, and Matt Rousu also helped with data construction and estimation. Dale
Jorgenson generously provided capital service price and quantity data for durable goods of the US
household sector. The project is funded by the Iowa Agricultural Experiment Station and more recently
by a cooperative agreement from the Economic Research Service (ERS), US Department of Agriculture.



This chapter first presents a brief review of empirical studies of food demand,
especially linkages to household production theory and models. However, the main
objectives of the chapter are: (1) to present several types of microeconomic models of
household decision-making and highlight their implications for empirical food de-
mand studies and (2) to present an empirical application of insights gained from
household production theory for a household input demand system fitted to unique
data on the US household sector over the post-Second World War period, 1948–96.1
Finally, I address how future food demand studies might build a stronger bridge to the
models of household behavior including a production function and resource of human
time of adult household members. The chapter focuses on household production
theory and models for non-agricultural households largely in developed countries.2

Relative to neoclassical demand functions, the models of productive household
behavior that are developed in this chapter include the opportunity cost of time of
adults, full-income budget constraint, and technical efficiency or technical change in
household production as determinants of the demand for food and other inputs. An
important dimension of these models is that time spent shopping, preparing and eating
food has a cost even though there is not a direct cash outlay and that individuals who
have a higher opportunity cost of time find ways to substitute toward less human time
intensive means of household production.

The remainder of the chapter is organized into four major sections.

2 A BRIEF REVIEW OF DEMAND THEORY AND

EMPIRICAL STUDIES OF FOOD DEMAND
..................................................................................................................

Although LaFrance (2001) presents an abstract restatement of neoclassical demand
theory and the theory of demand with household production, he does not present a
review of the empirical food demand literature, empirical applications, or estimates of
household demand systems. Looking more broadly, I uncovered two papers that make
a concerted effort to incorporate household production theory into an empirical study
of the demand for food. These papers are by Prochaska and Schrimper (1973) and
Hamermesh (2007). Prochaska and Schrimper use cross-sectional micro- or household
data to estimate the demand by households for food away from home. The authors

1 In contrast to Becker’s and Gronau’s perspective on household decision-making, there is a sizable
literature that applies game theory or bargaining theory to two-adult household decision-making, for
example, see Blundell and MaCurdy (1999) and Browning, Chiappori, and Lechene (2009).

2 For those who are interested in a conceptual model of agricultural household decision-making
where decisions are made on inputs for farm production and for household production, see Huffman
and Orazem (2007: 2286–92), or agricultural household models that incorporate a time constraint and
multiple job holding of household members, see Huffman (1991; 2001: 344–7) and Strauss (1986a).
Empirical studies of food demand by agricultural households include Strauss (1986b) and Pitt and
Rosenzweig (1986).
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include a measure of the opportunity cost of time of the homemaker or opportunity
wage and a comprehensive measure of household income, computed as the annual
value of the homemaker’s time endowment evaluated at the market wage plus house-
hold non-labor income. They found that an increase in the homemakers’ opportunity
cost of time and comprehensive household income significantly increased the demand
for food away from home. They also show that significant specification bias would have
occurred in the estimated coefficients of the included variables if the opportunity cost
of time had been excluded or ignored.3

A recent study by Hamermesh (2007) builds on household production theory in his
empirical study of demand for food at home and away from home and time allocated to
eating by married couples in 1985 and 2003. Key explanatory variables are husband’s
and wife’s wage rates and a household’s non-labor income. He finds that a higher wage
rate for the husband and wife increases the demand for food away from home
significantly. Although the estimated effect of the husband’s and wife’s wage rates on
the demand for food at home is negative, only the estimated coefficient for wife’s wage
is significantly different from zero. In the 1985 data, he found that non-labor income
has a significant positive effect on the demand for food at home but a negative effect on
the demand for food away from home. However, in the 2003 data, income effects are
reduced and much weaker than in the 1985 data.

Other food demand studies that incorporate household production theory are by
Kinsey (1983), Park and Capps (1997), Sabates, Gould, and Villarreal (2001), Keng and
Lin (2005).

Although Kinsey (1983) lays out a Beckerian model of household production in a
study of the demand for households’ purchases of food away from home, her empirical
analysis she does not follow through. For example, she claims that the wage rates of
working women do not vary much and then excludes women’s price of time from a
household’s demand for food away from home. In contrast, labor economists have
made a working individual’s wage the target of frequent empirical investigations, and
predicted wage rates are regularly included in models explaining labor supply, demand
for children, and migration (Tokle and Huffman 1991; Blundell and MaCurdy 1999;
Card 1999; Huffman and Feridhanusetyawan 2007).

Keng and Lin (2005) show that as women’s labor market earnings increase, their
household’s demand for food away from home increases. In addition, a few other
studies have included the education of the household manager, a rough proxy for her
opportunity cost of time, as a regressor in food demand equations. For example, Park
and Capps (1997) found that the probability a household purchases ready-to-eat or
ready-to-cook meals increases with the education of the household manager, but
education was not included in the expenditure equation for ready-to-cook meals.

3 Chen et al. (2002) did not find a statistically significant effect of an individual’s wage on the demand
for particular nutrients—riboflavin, fatty acids, and oleic acids—in the National Health and Nutrition
Examination Survey (NHANES) data set.
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In new research at the ERS, Andrews and Hamrick (2009) argue that “eating
requires both income to purchase food and time to prepare and consume it.” Their
focus is on income effects: “food spending tends to rise with a household’s income.
However, the opposite is true for time devoted to preparing food.” Their research
does not focus on price effects. In conclusion, there is not an abundance of evidence
that productive household theory has been integrated into econometric studies of
food demand.

3 A NEOCLASSICAL MODEL OF HOUSEHOLD

DECISIONS TO ALLOCATE HUMAN

TIME AND CASH INCOME
..................................................................................................................

Early models of labor supply decisions of household members made small advances in
neoclassical demand theory by adding leisure time to the list of goods that a household
consumes and by adding a new type of resource constraint—adult human time
endowments that were allocated between leisure and work for pay (Varian 1992:
95–113, 144–6; Blundell and MaCurdy 1999). This model provides an important bench-
mark by incorporating the opportunity cost of time into household decision-making,
but it does not go so far as adding a household production function. To see this, assume
that the household consumes and obtains utility from leisure (L) and two purchased
goods—food (X1) and non-food goods and services (X2)—and utility can be summar-
ized by a strictly concave utility function

U =UðL;X1;X2; tÞ: ð1Þ
In (1) t is a taste parameter, affecting the translation of leisure and purchased goods
into utility.

The household receives a time endowment each time period, e.g., year, and it is
allocated between leisure (L) and hours of work for pay (h):

T = L + h: ð2Þ
The household receives cash income (IC) from members working for a wage (W) and
from interest, dividends, and unanticipated gifts (V), and this income is allocated to
purchasing X1 and X2 such that

IC =W 	h +V = P1X1 + P2X2: ð3Þ
Although a household might choose to allocate all physical time to leisure and spend
only V on X1 and X2, most households choose to forgo some leisure and to allocate this
time to wage work, in order to purchase larger quantities of X1 and X2. Under these
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conditions, I can rearrange equation (2) to obtain h = T�L. Substitute this relationship
into equation (3) and rearrange to obtain Beckerian (Becker 1976) full income (F)
constraint

F =W 	T +V =W 	L + P1X1 + P2X2: ð4Þ
Note that full income is received from the value of the time endowment at the wage rate
(W) plus non-labor income (V), and hence, it does not vary with hours of work.
Moreover, full income received is spent on leisure and purchases of food and non-food
goods and services.

At this interior solution, the household chooses L, X1, and X2 to maximize equation
(1) subject to equation (4) with a Lagrange multiplier (l), which is the marginal utility
of full income. These first-order conditions for the household’s decision problem are

L:UL = lW ð5aÞ

Xi:UXi
= lPi; i = 1; 2 ð5bÞ

l:W 	T +V�W 	L�P1X1�P2X2 = 0 ð5cÞ

Equations (5a)–(5c) can be solved jointly to obtain the general form of the household’s
demand functions for leisure, food, and non-food goods and services:

L* =DLðW; P1;P2;V ; tÞ =DLðW; P1; P2; F; tÞ ð5aÞ

X*i =DXi
ðW; P1;P2;V ; tÞ =DXi

ðW;P1; P2; F; tÞ; i = 1; 2:4 ð5bÞ�ð5cÞ

Clearly, the demands for leisure, food purchases, and non-food purchases are deter-
mined by the wage rate, which is the price of leisure at an interior solution, the price of
purchased food (P1), the price of non-food purchases (P2), income (V or F), and tastes
(t). The income effect on demand can be represented either by non-labor income (V)
or as full income (F), given that W, which is the opportunity cost of time, is held
constant in either case. Given the optimal choice of leisure and the time constraint (2),
obtain the general form of the labor supply equation

h* =T�L* = ShðW ;P1; P2;V ; tÞ = ShðW ;P1;P2; F; tÞ: ð6Þ
Hence, hours of work or labor supply are determined by exactly the same set of
variables as those that determine the demand for leisure, food purchases, and non-
food purchases.

In this model of household demand for food (X1), there is a major difference in
cross-price effects owing to an increase in P2, which eliminates some consumption
opportunities, and W, which increases consumption opportunities. The reason for this
difference is that the household starts each period with a positive time endowment for

4 Although T is a determinant of demand, it is a constant that does not vary across household so it can
be suppressed in the specification of the demand (and supply) functions.
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each adult (T), which rises in value whenever the wage rate increases, but does not hold
inventories of X2. Hence, the Marshallian or money income constant own- and cross-
price elasticities of demand for food (X1) are

@X1=@P1 = ð@X1=@P1Þ �U �X1@X1=@F ð7aÞ

@X1=@P2 = ð@X1=@P2Þ �U �X2@X1=@F ð7bÞ

@X1=@W = ð@X1=@W Þ �U + ðT�LÞ@X1=@F ð7cÞ

where ð@X1=@Y Þ �U is the utility constant (Hicksian) effect of a change in price
{P1, P2, W} on the demand for food, and T�L (= h>0) at an interior solution.

Another notable difference in the demand for food in this model relative to one
where decisions on time use are ignored is that the opportunity cost of time, as
represented by the wage rate (W), is an additional determinant of demand. A less
notable difference is that V (or F) represents the pure income effect on quantity
demanded in place of cash income (I). Hence, econometric food demand studies that
ignore household expenditures on leisure and the price of time of household members
will suffer from misspecification bias including omitted variable bias.5

4 MODELS OF CONSUMPTION THAT INCORPORATE

HOUSEHOLD PRODUCTION THEORY
..................................................................................................................

The unique feature of adding the household production function to the theory of
household decision-making is that it becomes possible to bring the theory of the firm to
bear on household decisions, including the demand for food and supply of labor
(Becker 1976).

4.1 A Becker-Type Model

In Becker’s model household production (Michael and Becker 1973; Becker 1976),
a household consumes only commodities that it produces, and the production of
each commodity requires an input of human time of one or more household members
and an input/good purchased in the market. To gain further insights, assume that a
household consumes and obtains utility from two commodities, e.g., Z1 is home-
prepared meals, and Z2 is a non-food commodity such as washed and ironed clothing,

5 As we shall see in the next section, it is hard to justify a household utility function that is separable in
leisure and other goods consumed.
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or clean and organized interior of the house. Household utility is summarized by a
strictly concave utility function

U =U ðZ1;Z2; tÞ ð8Þ
where t is a taste parameter. Each commodity Zi is produced using a purchased input,
Xi, and housework of one or more household member, ti. For example, X1 refers to
standard food purchased at the grocery store, and X2 might be soap, water, and utilities
for heating water, or drying and ironing clothing. However, to simplify the analysis
further, assume each production function is strictly concave and exhibits constant
returns to scale in the two variable inputs, but there are neither fixed costs of
production nor joint production between Z1 and Z2:

Zi =GiðXi; ti;’iÞ; i= 1; 2; ð9aÞ�ð9bÞ
where ’i is a technology or efficiency parameter. The household has a time constraint.
It receives a time endowment each time period, e.g., year, which is allocated between
housework (t1 + t2) and hours of work for pay (h):

T = t1 + t2 + h: ð10Þ
The household has a cash income constraint (I), which it receives as cash income from
members working for a wage (W) and from income on financial assets (interest and
dividends) and unanticipated gifts (V), and this cash income is allocated to purchasing
X1 and X2

I =W 	h+V = P1X1 + P2X2: ð11Þ
In this model, I first examine household decision-making in the input space, i.e., to
choose inputs so as to maximize utility (8), subject to the production technology,
physical time, and cash income constraint. Moreover, if the household allocates
physical time to work in the market at wage rate (W), the physical time (10) and
cash income constraints (11) can be combined into one full-income constraint

F =W 	T +V = P1X1 +Wt1 + P2X2 +W 	t2: ð12Þ
In addition, one method of incorporating the technology constraint is by substitution
(9a) and (9b) into (8). The new constrained optimization with Lagrange multiplier l
(marginal utility of full income) becomes

c=U ½G1 X1; t1;’1
ð Þ;G2 X2; t2;’2

ð Þ; t� + l W 	T +V�P1X1�W	t1�P2X2�W 	t2�:½
ð13Þ

The first-order conditions for an interior solution is

Xi:UZi
GiXi
�lPi = 0; i = 1; 2 ð14aÞ

ti:UZi
Giti�lW = 0; i = 1; 2 ð14bÞ
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l:W 	T +V�W 	L�P1X1�P2X2 = 0; ð14cÞ

where UZi
is the marginal utility of commodity Zi, GiXiis the marginal product of input

Xi in producing Zi, and Giti is the marginal product of input ti in producing Zi.
A notable feature of these first-order conditions in (14a) and (14b) is that for a
household to maximize utility subject to its technology and resource constraints, it
must produce Z1 and Z2 at minimum cost

MCZi
=W=GiXi

= Pi=Giti = piðW ;Pi;fÞi; i = 1; 2: ð15Þ
MCZi

= piðW ;Pi;fiÞ is the marginal cost of Zi, which depends on the opportunity cost
of time (W), the price of purchased input (Pi), and the technology or efficiency
parameter (’i). Moreover, with fixed input prices to the household and constant
returns to scale in producing the Zis, the marginal cost of producing each Zi is
unchanged with a proportional rescaling, e.g., doubling of both variable inputs.

From equations (14a)–(14c), solve for the following general form of the implicit
demand functions for the inputs in this model

X*i =DxiðP1;P2;W ;V ;f
1
;f

2
; tÞ=DXi

ðP1;P2;W ; F;f
1
;f

2
; tÞ; i = 1; 2 ð16aÞ

t*i =DtiðP1; P2;W ;V ;f
1
;f

2
; tÞ=DtiðP1; P2;W ; F;f

1
;f

2
; tÞ; i = 1; 2 ð16bÞ

And, hence, the general form of the demand equations for housework and supply of
labor can be derived as follows:

t*p = t*
1
+ t*

2
=DtpðP1;P2;W ;V ;f

1
;f

2
; tÞ=DtpðP1;P2;W ; F;f; 1f

2
; tÞ ð17aÞ

h* =T�t*
1
�t*

2
= SHðP1; P2;W ;V ;f

1
;f

2
; tÞ= SHðP1; P2;W ; F;f

1
;f

2
; tÞ: ð17bÞ

Moreover, the demand for purchased inputs, such as food, housework, and labor
supply, are all a function of the prices (Pis) of purchased inputs for home production
(such as meat and fish; potatoes, pasta, bread; tomatoes, lettuce, cucumbers; and milk
and eggs), price of housework (W), non-labor or full income (V or F), the technology or
efficiency parameters (’1 and ’2), and the taste parameter (t).6 Hence, with the
household production model the education of the homemaker can be connected to
the efficiency of household production (’i) and not be forced into an association of
tastes with education. Many labor economists accept that a homemaker’s education or
skill may raise the productivity of household production time (Becker 1976; Michael
and Becker 1973).

6 In contrast, if we assume the technology of household production is represented by a joint
production function, G(Z1, Z2, X1, X2, tp, ’) = 0, with Zs as commodities (outputs); Xs and tp as inputs,
and efficiency parameter ’, where G(∙, ’) is convex in outputs, decreasing in inputs, and strictly
increasing in ’, then we obtain roughly the same implicit input demand functions as in (16a) and (17a)
and supply function as in (17b).
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Given the above results, the household’s decision problem is stated in the commodity
or Z-space. I now define the full-income constraint in terms of the quantity and
marginal cost of the Zis

F = p1Z1 + p2Z2: ð18Þ
Now, assume that the household chooses the Zis so as to maximize utility (8) subject to
the full-income constraint in (18) and obtain the following first-order conditions for an
interior solution:

Zi:UZi
�lpi = 0; i = 1; 2 ð19aÞ�ð19bÞ

l: F�p1Z1�p2Z2 = 0: ð19cÞ

Equations (19a)–(19c) can be solved jointly for the implicit demand functions for the
commodities (Zis)

Zi =DZi
ðp1;p2; F; tÞ; i = 1; 2: ð20Þ

Hence, the demand for Zi is determined by the marginal cost of the two commodities,
full income available for spending (F =W ∙T + V), and the taste parameter (t). Moreover,
under the assumptions that the household faces fixed input prices and constant returns
to scale in the production of both commodities, the iso-cost line or slope of the budget
constraint of the household in commodity or Z-space is a straight line.

An example can help shed new light on insights gained by adding household
production to demand theory. Consider two alternative meat dishes for dinner, one
consisting of pork loin in the form of boneless pork chops cooked on the stove top and
the second consisting of a pork loin baked in the stove’s oven. Hence, Xi is pounds of
pork loin and ti is the amount of the cook’s time required in overseeing cooking the
loin. Let’s assume that two pounds of loin are prepared in both cooking processes, but it
takes twenty minutes of the cook’s time to fry the pork chops and 1.5 hours to roast the
loin, including basting the loin roast. Hence, I have defined fixed-proportions input–
output technology where Xi = ai Zi and ti = bi Zi so that pi = aiPi + biW, i = 1, 2. Now let
Pi be $5.00 for two pounds of pork loin (either as quarter-pound cut chops or as a two
pound roast).

Now first assume that the opportunity cost, or price of the cook’s time, is initially the
minimum wage, roughly $8 per hour. Then the marginal cost of two pounds of fried
pork chops is p1 = $5.00 + $2.67 = $7.67. In contrast, the marginal cost of two pounds of
roasted pork loin is p2 = $5.00 + $12.00 = $17.00. Although the “grocery store cost of the
pork loin” is identical in these two cases, the marginal cost of ready-to-eat pork loin is
roughly twice as much when it comes prepared as a loin roast as compared to fried chops.
Hence, when the cost of the cook’s time is factored into the decision, the absolute and
relative cost of cooked chops versus a cooked loin roast changes dramatically.7

7 Although the cook may be able to engage in a secondary activity such as watching TV or monitoring
children, the main point is that cooking the roast, including basting it, requires the presence of the cook.
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Second, let us now assume that the price of the cook’s time is three times higher or
$24 per hour (which is roughly equivalent to annual full-time earnings of $48,000
per year). The marginal cost of two pounds of fried pork chops is now p10 = $5.00 +
$8.00 = $13.00, and of two pounds of ready-to-eat pork loin roast is p20 = $5.00 +
$36.00 = $41.00. Hence, even though the grocery store cost of the pork loin remains
unchanged in our second example, the marginal cost of two pounds of cooked pork
loin roast is more than three times as expensive as is two pounds of fried pork chops.
Hence, the difference in the marginal cost of cooked pork loin roast compared to
fried pork chops has increased significantly from the first example. Furthermore, this
logic can be used to explain why wealthy households tend to consume expensive
easy-to-prepare cuts of meat rather than cheap time-consuming-to-prepare ones.
When the cost of the cook’s time tripled, the marginal cost of the time-intensive
pork loin roast increases relative to the marginal cost of the fried pork chops—from
17/6.67 = 2.55 in the first example to 41/13 = 3.15 in the second example. Hence, as the
price of the cook’s time increases, the marginal cost of cook’s time-intensive pork
meals increases relative to those that are less intensive in cook’s time—fried pork
chops. Viewed another way, as women have obtained more education and entered
the labor force, which increases the opportunity cost of their time, cook’s-time
intensive meal preparation has become less attractive. Given that meals prepared at
home are on average more nutritious than meals eaten away from home, this change
has a negative impact on the production of good health (Lin, Frazão, and Guthrie
1999). See application at the end of this section.

A second factor that weighs against pork loin roasts is that the minimum size is
about two pounds, which would feed a relatively large household (or a dinner party),
and as average household sizes declined over the 1950s and 1960s, households are more
likely to be too small to make roasting a loin economical and fried pork chops become
more likely. However, frying pork chops in cooking oil, which means adding oil and
calories per ounce of prepared meat, is widely recognized as a less healthful means of
preparing loin than the more time-intensive oven roasting.8 Given that women contin-
ue to be the main meal planners and preparers, these examples show how rising
opportunity cost of women’s time has tipped the scale toward less healthy meal
preparation for household’s members (Kerkhofs and Kooreman 2003; Lin, Frazão,
and Guthrie 1999; Robinson and Godbey 1997).

After replacing fixed- for variable-proportions production technology, additional
insights from the Becker model of household production are obtained. To do this,
continue with the two-commodity–two-input model. Moreover, assume that X = X1 + X2,
i.e., the purchased inputs are perfect substitutes, and continue with total time in
housework allocated between t1 and t2. In addition, assume that commodity Z2 is
relatively time-intensive to produce, and the prices of the purchased component of

8 Basting liquid for pork loin roasts consists of some vegetable oil, but also wine and spices. However,
a much smaller share of the loin comes in direct contact with the oil than in fried pork chops, which
reduces oil uptake.
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production of each Z (Pis) is fixed to the household. Given the assumption of
constant returns to scale in the production of both commodities, all of the
information about production of each commodity can be represented on a unit
isoquant, i.e., Zi = 1. Total production involves only rescaling the information in the
unit isoquant model.

Consider panel A in Figure 2.1, where the initial iso-cost line C0C
0
0with slope (�W/

P) is drawn tangent to the one-unit isoquant for Z1 and Z2 at a and b. Because I will
focus on the implications of an increase in the wage rate, I will measure cost in term of
units of X, which is unchanged in our example. Hence, in the initial situation, the cost
of one unit of Z1 and Z2 is 0C0 in units of X. An increase in the wage rate fromW toW0

while minimizing cost causes a substitution effect away from time (ti) toward the
purchased input component (Xi) and the marginal cost of both Zs increases in units of
X—to 0C11 for Z1 and to 0C12 for Z2. However, the marginal cost of Z2, which is
relatively time-intensive, rises relative to the marginal cost of Z1.

Next, consider the effect of an increase in the wage rate (W) in commodity or
Z-space. The initial budget constraint is R0R

0
0 with tangency toU0 at a and with optimal

quantities of Z0
1
and Z0

2
in Figure 2.1, panel B. I have already shown that when the wage

rate increases, the marginal cost or price of the time-intensive commodity Z2 increases
relative to the marginal cost of the less time-intensive commodity Z1 (Figure 2.1, panel
A).9 The new relative marginal cost or price line for the Zs is R1R

0
1
tangent to U0 at point

b in Figure 2.1, panel B. Given that the production of both Zs uses purchased inputs
and housework, the household will experience a net increase in consumption oppor-
tunities as a result of the increase in the wage rate and a new budget constraint of R2R

0
2
.

Hence, the increase in consumption opportunities is represented by the area R1R2R
0
2
R
0
1
,

and the household can now move to any point between j and l on R2R
0
2
. Even with a

pure substitution effect away from the housework-intensive commodity Z2 as the wage
increases, the consumption of Z2 will actually increase. This occurs when the new
optimum is between j and k on R2R

0
2
. However, if the new optimum is located between

k and l on R2R
0
2
, the quantity demanded of Z2 will decline. In addition, there is a high

probability that the consumption of Z1 will increase.
Becker’s model of household production has been criticized because of his assump-

tion of constant returns to scale in producing each commodity (the Zs) and the
assumption of no joint production in producing the Zs, for example see Pollak and
Wachter (1975). However, these assumptions are only needed to obtain a straight-line
iso-cost constraint or budget constraint, which implies that household preferences and
the budget constraint are independent.

Additional insights can be obtained by considering the following model of joint
production. Assume the household obtains utility directly from consuming Z1, which is
produced using X1 and t1, as in equation (9a), but t1 also provides utility (or disutility)
directly to the household. For example, time cleaning the house or doing the laundry

9 This is an application of the Lerner–Pearce Diagram from international trade theory (Lerner 1952;
Deardorff 2002).
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FIGURE 2.1 Becker’s Variable-Input Proportions model
Top diagram: Optimal input choice: impact of wage rate increase.
Bottom diagram: Optimal commodity choice: impact of wage rate increase.
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may directly lower utility but time gardening may directly raise utility, irrespective of
the utility obtained from the product produced.Hence, the household’s strictly concave
utility function can be written as

U =UðZ1; t1; tÞ: ð21Þ
The household’s time constraint is

T = t1 + h; ð22Þ
and the full-income budget constraint is

W 	T +V�P1X1�W	t1 = 0: ð23Þ
The household now chooses X1 and t1 so as to maximize (21) subject to the technology
of producing Z1 and the full-income constraint

c=U ½G1 X1; t1;’1
ð Þ; t1; t� + l W 	T +V�P1X1�W	t1�:½ ð24Þ

The first-order conditions at an interior solution are

X1:UZ1
G1X1
�lP1 = 0 ð25aÞ

t1:UZ1
G1t1 +Ut1�lW = 0 ð25bÞ

l:W 	T +V�P1X1�W	t1 = 0 ð25cÞ

where Ut1represents only the direct contribution of t1 to utility. Rearranging equations
(25a) and (25b) provides important information about optimal input combinations
for producing Z1

G1t1=G1X1
= ðW�Ut1=lÞ=P1: ð26Þ

First, if t1 does not directly enter the household utility, i.e., Ut1 = 0, then obtain the
standard result for producing Z0

1
at cost minimization, or point a in Figure 2.2. If,

instead, the household obtains positive utility directly from housework, e.g., the
homemaker enjoys cooking or gardening, then the direct impact of housework on
utility is positive, Ut1 > 0, and the optimal input combination will be at point b in
Figure 2.2, which implies that more time will be devoted to cooking or gardening
than when pure cost minimization reigns. In contrast, if the household obtains
negative utility directly from housework, e.g., the homemaker dislikes cleaning the
house and doing the laundry, then the direct effect of housework on utility is
negative, Ut1 < 0, and the optimal input combination will be at point c in Figure
2.2, which implies that less time will be devoted to cleaning or doing the laundry
than when cost minimization reigns. Clearly, this substitution toward more X1 in
producing Z0

1
could include hiring a home cleaning service or taking clothing to a

commercial laundry for washing and ironing.
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4.2 A Gronau-Type Model

The most notable feature of the Gronau model of household production is that home-
produced and purchased goods are perfect substitutes, but this could also be one of its
shortcomings (Gronau 1977, 1986). Assume a household consumes and obtains utility
from two goods, leisure (L) and a good X, say meals, which can be produced at home,
denoted as X1, or purchased in the market, denoted as X2. In Gronau’s framework, these
goods are assumed to be perfect substitutes, where the household only values total X
rather than individual quantities of home-produced and purchased X

X =X1 +X2: ð27Þ
Also, the household has a strictly concave utility function

U =UðL;X; tÞ ð28Þ
And, for simplicity, assume that the household’s production function for X1 is strictly
concave in one variable input, housework (h1):

X1 =G1 h1;’ð Þ ð29Þ
where ’ is a technology or efficiency parameter. The household faces a time constraint,
receiving an endowment T each period that is allocated to leisure (L), housework (h1),
and wage work (h2):

X1

t1

Z0
1

P1

W−

−(W−Ut1 / T ) / P1,Ut1 < 0

−(W−Ut1 / T ) / P1,Ut1 > 0

c

a

b

0

FIGURE 2.2 Effects of “joint” production on Optimal Input Proportions for commodity Z1

48 WALLACE E. HUFFMAN



T = L + h1 + h2: ð30Þ
The household has cash income from wage work (h2) and non-labor income (V), which
it allocates to X2:

I=W 	h2 +V = P2X2: ð31Þ
Equation (30) can be solved for h2 and substituted into equation (31) to obtain the
household’s full-income constraint:

F =W 	T +V =W 	L +W 	h1 + P2X2: ð32Þ
Equation (29) can be substituted into (27), which in turn is substituted into (28), and h1
and X2 can be chosen to maximize the modified utility function subject to the full-
income constraint

c=U ½L;G1ðh1;’Þ+X2; t�+ lðW 	T +V�W 	L�W 	h1�P2X2Þ: ð33Þ
The first-order conditions for an interior solution are

L:UL�lW = 0 ð34aÞ

hi:UXG1h1�lW = 0 ð34bÞ

X2:UX�lP2 = 0 ð34cÞ

l:W 	T +V�WL�W 	h1�P2X2 = 0 ð34dÞ

Combining equations (34b) and (34c), obtain the result that X1 should be produced
under the standard one-variable input profit-maximizing condition, P2G1h1 =W ;and
the general form of the optimal quantity of housework demanded, t1, and supply of X1

is given by

h*
1
=Dt1ðW ; P2;fÞ ð35aÞ

X*
1
=G1ðh*1 ;fÞ = SX1

ðW ;P2;fÞ: ð35bÞ

Conditions (34a), (34c), and (34d) can be solved jointly for the following demand
functions for L* and X*

2
:

L* =DLðW ; P2;V ; t; ’Þ =DLðW ; P2; F; t; ’Þ ð36aÞ

X*
2
=DX2

ðW ; P2;V ; t;fÞ=DX2
ðW ; P2; F; t;fÞ ð36bÞ

Rearranging the time constraint (30) and using the information in equations (35a) and
(36a), obtain the general form of the household’s labor supply equation

h2 =T�L*�h*
1
= Sh2ðW ; P;V ; t; ’Þ = Sh2ðW ; P; F; t; ’Þ: ð37Þ
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Figure 2.3 displays a graphic representation of the optimal resource allocation at an
interior solution for the Gronau model of household production. Units of X are on the
vertical axis and units of time are on the horizontal axis, but the maximum length of
this axis is T, which is reflected by the erection of a vertical line at this amount of
human time. The household can purchase XB units of X from its non-labor income (V).
At point B on the vertical axis T, the household considers how best to allocate a unit of
time: to produce X directly or to work for a wage and purchase the added X from
earnings. The boundary of the technology and resource constraints facing the house-
hold are represented by A1GB0h in Figure 2.3. Moreover, Figure 2.3 is drawn such that at
point B, the marginal product of housework in producing X(G1h1) is greater than the
real wage (W/P2), so it is optimal for the household to allocate time to housework
rather than wage work along the production relationship as the segmentAGB. At pointG
optimal housework is h0

1
. This results in the quantity XB� XG of home-produced goods.

Additional forgone leisure should be allocated to wage work since the figure for the
marginal product of housework in producing X is lower than the real wage. The house-
hold’s utility maximum (U0) occurs at e, with Xe � XG of X purchased from earnings.
In the figure, the optimal amount of leisure is L0 and of wage work is h0

2
= L0 � h0

1
.

H0
2

L0

h0
22

A1′
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10L
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X1

U0

A1
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Xe

XG
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P2
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(Time) 
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FIGURE 2.3 Optimal resource allocation in Gronau’s model
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An usual prediction of this model is that if non-labor income (V) increases, the
household will optimally keep the quantity of home-produced goods (X1) unchanged,
but allocate the additional income to purchase units of X in the market (X2) and leisure
(L).However, if P2 increases, this reduces the realwage rate (W/P2) and unambiguously
increases the amount of time allocated to and quantity of home goods produced. The
net impact on leisure, hours of work, and total quantity of X consumed will be
determined by resulting substitution and income effects. In this model, it is also
obvious that an increase in the efficiency of producing X1 at all h, e.g., owing to better
information or training in home production, will increase the amount of time allocated
to and production of home goods (X1).

4.3 Application of Household Production Theory
to Health with Food as an Input

Of considerable interest is the household’s production of good health, especially as it is
related to obesity and associated health problems (Finkelstein, Fiebelkorn, and Wang
2003; Huffman et al. 2010). Inputs in the health production function include food,
which is a source of protein, energy, vitamins, minerals, fiber; leisure time; and medical
care. However, food intake also frequently yields utility directly because food texture
and taste give satisfaction and eating and drinking together are a major part of
satisfaction-yielding social interaction.

Let’s assume a household has a strictly concave utility function

U =UðH ;X ;C; LP; LO;He;ZÞ ð38Þ
where utility U depends on the current health status of the household members (H);
consumption of food and drink (X) and other purchased goods (C) (excluding pur-
chased health care); and physically active leisure (LP) and other leisure time (LO). The
variable He represents early health status, e.g., genetic potential for good/bad health or
sometimes summarized by health status at birth such as birth weight (Fogel 1994).
Z denotes fixed observables, such as education, gender, and race/ethnicity of adults.
Current health, other purchased goods, and other leisure time (H, C, and LO) are
assumed to be positive “goods,” i.e., a marginal increase in any one of them directly
Increases household utility (UH ;UC ;ULO>0) and, hence, better (current) adult health
status increases household utility, as do higher consumption of other purchased goods
and more time allocated to sedentary leisure, e.g., TV viewing, surfing the Web.
However, time allocated to vigorous physically active leisure may directly reduce
utility, i.e., adults find this activity unpleasant or uncomfortable and then ULP < 0.

Let’s assume the household’s production function for adult health status is

H =HðLP;X; I ;He;Z ; ’Þ; ð39Þ
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where H(∙) is a strictly concave function and I is a vector of purchased health inputs or
medical care. The parameter ’ summarizes unobservable factors which affect the
efficiency of current production of health status, e.g., genetic predisposition for good/
bad health such as obesity. In the health production function, I expect HLP ;HI > 0, or,
holding other factors constant, additional time allocated to physically active leisure
(LP) or a larger quantity of purchased health care (I) produces more good health.
Although many adults may obtain disutility from vigorous physically active leisure, the
fact that its marginal product in health production is positive can result in a combined
direct and indirect effect on marginal utility (US

LP =UHHLP +ULP> 0) if the positive first
term on the right in this equation (UHHLP) outweighs a negative second term (ULP).

The marginal product of food in health production (HX ) is expected to be positive
for some foods (i.e.,HX>0) and perhaps negative for others (i.e.,HX < 0). For example,
fresh fruits and vegetables, which are high in fiber, vitamins, and minerals, are expected
to have a positive marginal product on health output, but the marginal product might
be negative for processed fruits and vegetables, which frequently contain “added sugar”
and sometimes contain “added salt and fat” and less fiber and fewer vitamins and
minerals than fresh produce. All meats and fish contain protein, which is essential for
cell reproduction and growth, but they also contain fat. Since fats are very calorie-
dense, they can contribute to excess energy intake and obesity. Also, some fats (low-
density ones) detract from cardiovascular health and others (high-density ones) are
neutral or positive to cardiovascular health. But some fat is needed to make fresh
vegetables more palatable and to dissolve essential vitamins. Also, fat makes some other
foods taste “good,” which implies that the direct effect of X on utility is positive, or
UX > 0. If a type of food has a negative marginal product in the production of good
health, the combined marginal effect of X on utility may still be positive, provided that
US

X =UHHX +UX>0, or the first term on the right of this equation (UHHX) is out-
weighed by a positive second term on the right (UX).

Assume the household has two adults and their time constraint consists of a time
endowment (T) which is allocated among work for pay (R), physically active leisure
(LP), and other leisure (LO): T = R + LP + LO. Let Px ; P1; PC denote the price vectors
corresponding to X, I, and C, respectively,W denotes the wage rate or opportunity cost
of time of an adult, V denotes household non-labor income, then household cash
income constraintWR + V is spent on X, I, and C such thatWR + V = PX X + PI I + PC
C. Now the household’s decision is to choose LP, LO, R, X, I, and C to maximize
household utility subject to staying within the human time and cash income con-
straints

max
LP;LO;R;X;I;C

u =UðHðLP;X ; I ;He;Z ; ’Þ; X ;C; LP; LO;He;ZÞ
s:t : PX 	X + PI 	I + PC 	C =WR +V

R + LP + LO =T ;R 
 0; LP 
 0; LO 
 0

ð40Þ
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where the first constraint is the household’s cash income constraint and the second
constraint is the household’s time constraint. The Lagrangian for the constrained
utility maximization is

� = UðHðLP;X; I ;He;Z ; ’Þ; X ;C; LP; LO;He;ZÞ
+ lðWR +V�PX 	X�PI 	I�PC 	CÞ+ mðT�R�LP�LOÞ ð41Þ

where l and m are the Lagrange multipliers, indicating the marginal utility of cash
income (WR + V) and marginal utility of the time endowment (T), respectively.

The first-order conditions for an optimum, including Kuhn–Tucker conditions on
LP and R, are

LP : UH 	HLP +ULP�m* � 0 ðLP* 	UH 	HLP +ULP�m*Þ= 0 LP* 
 0

R : l* 	W�m* � 0 R*ð	l* 	W�m*Þ= 0 R* 
 0

LO : UL0 = m*

X : UH 	HX +UX = l*PX
I : UH 	HI = l*PI
C : Uc = l*Pc
l : Px 	X* + PI 	I* + Pc 	C* =WR* +V

m : R* + LP* + LO* =T

where UH = @U/@H, ULP = @U/@LP, UC = @U/@C, ULO = @U/@LO, UX = @U/@X,
HLP = @H/@LP, and HX = @H/@X and HI = @H/@I represent partial derivatives.

These immediately above first-order conditions can be solved jointly for an interior
solution (where the opportunity cost of time is W) to obtain the implicit household
optimal demand function for LP, LO, X, I, and C:

LP* = LP W ;PX ; PI ;PC ;V ;He;Z ; ’ð Þ
LO* = LOðW ; PX ; PI ; PC ;V ;He;Z ; ’Þ
X* =X W ; PX ; PI ; PC ;V ;He;Z ; ’ð Þ
I* = I W ; PX ; PI ;PC ;V ;He;Z ; ’ð Þ
C* =C W ; PX ; PI ; PC ;V ;He;Z ; ’ð Þ:

ð42Þ

Now upon substituting the equations in (42) into the health production function (39),
obtain the general form of the household’s health supply (and demand) function for
(current) adult health:

H* =H LP*;X*; I*;He;Z ; ’ð Þ =H W ; PX ; PI ; PC ;V ;He;Z ; ’ð Þ: ð43Þ
A notable feature of (43) is that it contains the same set of explanatory variables as those
in the system of household demand equations (42). See Chen and Huffman (2009) for
application of this model to adults’ decisions to participate in physical activity and to be
a healthy weight (not obese).
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5 AN EMPIRICAL APPLICATION: DEMAND

FOR FOOD AT HOME AND OTHER

HOUSEHOLD INPUTS
..................................................................................................................

To illustrate more vividly the empirical implications of household production theory and
models for household demand studies, I consider the demand for inputs by the US sector
over the post-SecondWorldWar period. Themethodology that I follow is best described as
a hybrid version of Becker’s andGronau’s productive householdmodels in which there are
two classes of unpaid human time—unpaid housework and leisure—andwhere purchased
and home-produced goods are not perfect substitutes. Following Jorgenson and Stiroh
(1999), Jorgenson (2001) and Jorgenson and Slesnick (2008), inputs are defined as flows,
and, hence, the input from housing, household appliances, transportation equipment, and
recreation equipment is capital services and not the durable goods themselves.10

The immediate post-Second World War period is interesting because it was a time
when the war effort that had been directed to producing tanks, planes, ships, guns, and
ammunition was redirected to supplying durable goods—new houses, household
appliances, and cars—to the household sector and tractors and machinery for the
farm sector. Moreover, major series on the services of household durable goods
available from Jorgenson start in 1948. My period of analysis ends in 1996, which is
almost a half-century in length, and is a date when the transition of women from
housework to market work had been largely completed (Goldin 1986).

After translating durable goods into services, it is now plausible to specify a static
household input demand system that is in the spirit of equations (16a) and (17a), where
leisure time is one of the tis. Over the post-SecondWorldWar period, major changes in
households included less time allocated by women to preparing meals and meal clean-
up at home and more meals consumed away from home. Frequently, workday lunches
are purchased and eaten at school or work and weekend dinners are eaten in restau-
rants. When meals are at home, ready-to-eat food is frequently purchased at fast-food
restaurants, grocery delis, and restaurants, and taken home to be eaten. Advances in
household appliances now provide microwave ovens with timers and electric and gas
ranges with thermostatically controlled burners, and ovens give temperature control
with little supervision, which may lead to higher-quality home-produced meals. These
appliances are technically advanced relative to the coal, wood, kerosene, and LP gas
burning cooking stoves of the late 1940s (Bryant 1986).11

10 Although capital services are proportional to the stock of consumer durables, proper aggregation
requires weighting the stocks by rental prices rather than asset acquisition prices (Jorgenson, Gollop, and
Fraumeni 1987). Moreover, the rental price for each asset incorporates the rate of return, the depreciation
rate, and the rate of change in the acquisition price.

11 An alternative perspective of these input demand functions is that they represent demand
functions for goods and services that yield utility directly to households (Pollak and Wachter 1975).
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5.1 Specific Input Groups

Nine empirical input categories are distinguished for the aggregate household sector and
indexes of price and quantity are constructed for each of them. Table 2.1 contains a brief
definition of all variables used in the empirical demand system. A very brief summary of
some key details about the input categories is discussed here, but greater details are
available inHuffman (2008). As indicated above, households’ durable goods are converted
into service flows, and personal consumption expenditures on non-durables are used in
constructing measures of non-durable goods or inputs. Also, considerable evidence exists
that unpaid housework of women and men are not perfect substitutes, ranging from
child care and meal planning and preparation where women’s work dominates effort to
yard and car care and snow removal where men’s work dominates effort (Gronau 1977;
Becker 1981; Robinson and Godbey 1997; Bianchi et al. 2000; Aguiar and Hurst 2006,
tables 2 and 3). Hence, men’s and women’s time are treated as different inputs.

Table 2.1 Definitions of variables and sample means

Variable Definitions Sample
mean

w1 Expenditure share for women’s (unpaid) housework 0.119
w2 Expenditure share for men’s (unpaid) housework 0.069
w3 Expenditure share for food at home 0.052
w4 Expenditure share for purchased housework-substitute services 0.015
w5 Expenditure share for housing services 0.048
w6 Expenditure share for household appliance services 0.030
w7 Expenditure share for transportation services 0.047
w8 Expenditure share for recreation services and entertainment 0.025
w9 Expenditure share for “other inputs” (men’s and women’s leisure and

other consumer goods and services)
0.595

AGE < 5 Share of resident population that is less than 5 years of age 0.090
AGE 
 65 Share of resident population that is 65 years of age and older 0.104
Non-metro Share of resident population living in non-metropolitan areas 0.132
Consumer
patents

Stock of patents of consumer goods, trapezoid weights over 26 years 3,262.7

F/(N) Average household full-income expenditure per person 4,369.5

P1 Price of women’s housework, or opportunity wage 0.528
P2 Price of men’s housework, or opportunity wage 0.541
P3 Price index for food at home 0.598
P4 Price index for purchased housework-substitute services 0.512
P5 Price index for housing services 0.565
P6 Price index for household appliance services 0.580
P7 Price index for transportation services 0.611
P8 Price index for recreation services and entertainment 0.660
P9 Price index for “other inputs” (e.g., men’s and women’s leisure and

other consumer goods and services)
0.552

P Stone price or cost of living index 0.556
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The choice of exactly nine input groups is subjective. This is a large enough number
to provide large amounts of information about the structure of US household produc-
tion and it is near the maximum number of input categories can be supported in an
econometric model with the data at hand. The complete set of input categories is:
(i) women’s (unpaid) housework, (ii) men’s (unpaid) housework, (iii) food at home,
(iv) purchased housework-substitute services (e.g., domestic services, laundry and dry-
cleaning services, and food away from home), (v) housing services (for owner-occupied
and rental housing), (vi) services of household appliances (including imputed services
from computers, furnishings owned, and household utilities), (vii) transportation
services (imputed services of transportation capital owned, purchased transportation
services, and fuel for transportation), (viii) recreational services and entertainment
(imputed services of recreation capital owned and recreation services purchased), and
(ix) other goods and services (largely men’s and women’s leisure) and other purchased
services.12 Hence, in this empirical framework, unpaid housework and “other” inputs,
which are largely leisure time, are distinct input categories.13

For this study, the daily time endowment of adults is rescaled from twenty-four
hours to a modified time endowment of fourteen or fifteen hours per day, by excluding
time allocated to sleeping, eating, and other personal care. No evidence exists that time
allocated to personal care by women and men is responsive to prices or income, or
even to trend (see Robinson and Godbey 1997: 337).14 Moreover, Ramey, and Francis
(2005) and Greenwood, Seshadri, and Yorukoglu (2005) use similar modified time
endowments of roughly 100 hours per week in developing national economy macro
simulation/calibration models.

Each individual aged 16 and older who is not in school is assumed to allocate his/her
modified time endowment among unpaid housework, labor market work, including
commuting, and leisure. Housework is defined as time allocated primarily to: food
preparation and clean-up; house, yard, and car care; care of clothing and linens; care of
family members; and shopping and management. Thus, housework in this study is
considerably broader than “core housework”—cooking, cleaning and washing dishes,
doing the laundry, and cleaning and straightening the house. Labor market work
includes work for pay and commuting time to work. Time allocated to leisure or free
time is time allocated primarily to social organizations, entertainment, recreation, and

12 Some might suggest that food away from home be treated as a separate input category, but for the
early part of the study period its share was quite small. See Prochaska and Schrimper (1973) for evidence.

13 Only one price exists for men’s and one for women’s time, and hence, it is not possible to include
leisure time as a separate input. However, men’s and women’s leisure does account for more than
85 percent of the “other input” category. Jorgenson and Slesnick (2008) use a household demand system
consisting of four groups (non-durables, capital services, consumer services, and leisure). In particular,
they do not distinguish between unpaid housework and true leisure and label the aggregate of the two
“leisure.”

14 However, technical change associated with showering/bathing—soaps, shampoos, deodorants,
shaving equipment—has made it possible for steady increases in the quality of personal hygiene, with a
roughly unchanged amount of time spent on personal care.
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communications.15 However, it is defined residually for each individual as his/her
allocatable time endowment less hours of housework and hours of labor market work.

The (modified) time endowment is set as follows. For women and men aged 16 to 64
who are not enrolled in school, the modified endowment is assumed to be fourteen and
fifteen hours per day, respectively. The size of these modified time endowments is based
on information presented in Robinson and Godbey (1997: 337) and Juster and Stafford
(1991: 477), showing that women spend a little more time on sleep and personal care than
men. For women and men who are 65 years of age and older, the modified time
endowment is thirteen and fourteen hours, respectively. The small reduction relative to
individuals 16–64 years of age reflects that additional time is spent recovering from
illnesses.16 In deriving aggregate average hours of paid work and of unpaid housework,
a distinction is made between the number of employed and not employed women and
men because these numbers have changed dramatically over time, which is a major factor
in reallocation of adult time (see Figure 2.4 and Huffman 2008 for more details).

Employed men
Not-employed men

Not-employed women
All men
All women

Employed women

1948 1953 1958 1963 1968 1973 1978 1983 1988 1993
Year

0.0

500.0

1000.0

1500.0

2000.0

H
ou

rs

2500.0

3000.0

3500.0

FIGURE 2.4 Average annual hours of unpaid household work of employed and not employed
men and women, 16–64 years of age: 1948–96

15 In empirical research, Juster and Stafford (1985, 1991) also distinguish between time allocated to
housework and leisure. For the purposes of my study, it is important to maintain these distinctions for
the primary uses of non-market time.
16 All computations dealing with time use assume a 365-day and fifty-two-week year.
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Annual hours of unpaid housework for working and non-working women and men
aged 16–64, who are not in school, and for age 65 and over were derived from
benchmark data. Hours of work for pay were obtained from US Department of
Labor data files.17 Data on commuting time were derived from information reported
in Robinson and Godbey (1997). Hours of women’s and men’s leisure are computed as
the adjusted time endowment less hours of unpaid housework, and hours of work for
pay, including time for commuting to work. Among men and women aged 16–64 who
are not in school, women on average have slightly less leisure time than men, but for
men and women, the average amount of leisure time rose over 1948 to 1975, and then
decreased a little.

The price of time allocated to housework and leisure is defined as the forgone market
wage following procedures in Smith and Ward (1985) where an adjustment downward
occurs in the wage for the not-employed groups. An average nominal wage rate over
working and not-working men (and women) is constructed as the weighted average of
the average nominal wage rate for employed and not-employed men (and women),
which is an index number solution to the aggregate problem. See Huffman (2008) for
details.

Consumers purchase non-durable goods and services for consumption and acquire
consumer durables in order to obtain a flow of services to use in household production.
Capital services are proportional to the stock of assets, including computers, but
aggregation requires weighting the stocks by rental prices rather than acquisition prices
for assets. The rental price for each asset incorporates the rate of return, the deprecia-
tion rate, and the rate of decline in the acquisition price. The Bureau of Economic
Analysis (BEA) provides data on purchases of twelve types of consumer durable goods
used in the construction of service measures for household durable goods.

Input price indexes are Tornqvist indexes (Diewert 1976; Deaton and Muellbauer
1980a: 174–5). The Tornqvist index permits substitution to occur within major input
categories as relative prices of subcomponents change. The overall price index for the
nine-input group making full expenditures is, however, the Stone price or cost of living
index (Stone 1954).

5.2 Mean Values and Long-Term Trends over
the Post-Second World War Period

Mean full-income expenditure per capita over the study period is $4,369 in 1987 dollars.
The mean expenditure share on women’s unpaid housework is 0.119, men’s unpaid
housework is 0.069, food at home is 0.052, purchased housework-substitute services is
0.015, housing services is 0.030, household appliance services is 0.030, transportation

17 The derived annual average hours of labor market work are consistent with the census year
estimates presented by McGrattan and Rogerson (2004).
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services is 0.047, recreation services and expenditures is 0.025, and “other inputs” is
0.595. Given that the other input category is dominated by leisure, the US household
sector allocates a large share of full-income to leisure time, which is contrary to popular
perceptions (Robinson and Godbey 1997).

Using the modified time endowment, full-income expenditures per capita in 1987

dollars were $3,668 in 1948 and $10,085 in 1996, with a mean value of $7,859. Hence, the
average annual rate of growth of full-income-based consumption per capita over the
sample period was 2.06 percent, slightly lower than the 2.25 percent per year growth of
real per capita personal consumption expenditures in the National Income and Prod-
uct Accounts (BEA). Evidence on the level and trend in eight of the nine expenditure
shares (but excluding the share for “other inputs”) from the aggregate data over
1948–96 are displayed in Figure 2.5.

The full-income expenditure share for women’s housework is 16 percent in 1948 and
displays a long-term negative trend with a slight reversal during the 1980s. The net
decline over a half-century is about 7 percentage points. The share for men’s house-
work is 8 percent in 1948 and declines slowly to 1960, as major technical advances are
made in home heating equipment, and then shows almost no change from 1960 to 1975.
However, it rose from 1975 to 1985, and then declined slightly. The net decline over the
half-century was about 1 percentage point. Hence, during the post-Second World War
period there has been a significant narrowing of the differential in the (unpaid)
housework cost shares for men and women.
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FIGURE 2.5 US household full income expenditure input shares, 1948–96
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The full-income expenditure share for food at home was 8 percent in 1948, and then
declined steadily over the half-century, ending at 3.5 percent. The expenditure share for
purchased housework-substitute services (laundry and dry-cleaning services, domestic
services, and food away from home) was about 1.7 percent in 1948, declined slowly until
the mid-1970s, and then rose slightly, ending essentially where it started. Although
some may have the conception that the expenditure share on this item has risen
dramatically over the sample period, it has not changed. A major factor was the steady
technical advance in fabrics used in making clothing, making them easier to care for,
along with wages of domestic servants and restaurant workers, which have remained
low owing to the immigration of low-skilled workers since 1980 relative to all US
workers.

Turning to full-income expenditure shares for inputs, the share of housing services
was only 3.5 percent in 1948, which is roughly one-tenth its share using cash personal
income rather than full income as the budget constraint. It rose slowly and steadily
until 1970, remained essentially unchanged from 1970 to 1980, and then rose slowly and
steadily until 1996. The net change is an increase of 2.3 percentage points. Although the
share of full-income expenditure allocated to food at home was larger in 1948 than for
housing services, this was reversed by 1980, and in 1996 the share spent on housing was
about twice as large as for food at home. The share for household appliance services
rose initially, with the massive investment in new housing during the late 1940s and
1950s, displayed a slow decline to the mid-1970s, and thereafter rose very slowly.
However, the net change over the half-century was negligible (see Figure 2.5). The
share spent on transportation services was 3.4 percent in 1948, rose steadily until 1965,
but then essentially remained unchanged until 1975. From 1975 to 1996 it rose slowly,
reaching 5 percent in 1996. The share spent on recreation services and entertainment
was 2 percent in 1948, had a slight negative trend until the mid-1970s, and then reversed
course with a slow increase until 1996, ending the century 1.3 percentage points higher
than at the beginning (see Figure 2.5).

In summary, some of the nine full-income expenditure shares show major changes
over the last half-century—women’s housework, food at home, and transportation
services—but the others are relatively stable over time. When unpaid housework and
leisure are excluded from the expenditure system, very different expenditure shares
result. Deaton and Muellbauer (1980a), Jorgenson and Slesnick (1990), and Moschini
(1998) also present expenditure shares using aggregate data with traditional measures
of household consumption.

The relative input prices (derived as the nominal input price deflated by the Stone
price or cost of living index (Stone 1954) for all nine input groups, 1948 to 1996, are
displayed in Figure 2.6. They show dramatic changes over the study period.18
A distinguishing feature of these new input prices is the dramatic change in the relative
price of women’s unpaid housework, which rose steadily from 1948 until 1980 by a total

18 The excluded share is for the residual group labeled “other goods and services,” which rose
significantly over the post-Second World War period.
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of 30 percent and thereafter remained roughly unchanged. The relative price of men’s
unpaid housework rose about 27 percent over 1948 to 1972, then declined a little during
the mid-1970s to early 1980s, and then remained largely unchanged to 1996. Hence,
there was a small decline in gap between the prices of women’s and men’s housework
over the study period.

The relative price of food at home had a strong negative trend, except for the world
food crisis years in the early 1970s, declining by about 60 percent over the last half-
century or a little more than 1 percent per year. The relative price of purchased
housework-substitute services declined slowly over 1948 to 1967, rose slowly over
1967 to 1991, and then leveled off to 1996. The net result in the last half-century was
an increase of about 10 percent (see Figure 2.5). The relative price of housing services
declined steadily, cumulating into a 45 percent decline from 1948 to 1975, and then
reversed its trend to increase slowly and be 10 percent higher in 1996. The relative
price of household appliance services declined dramatically at a compound rate of
2.5 percent per year over 1948 to 1975, moved irregularly but trending upward over 1975
to 1985, and then declined by 35 percent to 1996. Moreover, the net decline over the
half-century was a dramatic 80 percent. The relative price of transportation services
moved in an irregular pattern over time and had a net decline over the whole period of
20 percent. The relative price of recreation input rose from 1948 to 1958, declined
steadily from 1958 to the mid-1980s, and then rose slightly. The net decline over a
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FIGURE 2.6 Prices of inputs for US households relative to the Stone cost of living index, 1948–96
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half-century was, however, 20 percent. The relative price of “other inputs” rose very
slowly over the half-century (see Figure 2.5). Thus, over 1948 to 1996, the data on
expenditure shares and input prices show significant variation that is useful in estimat-
ing a complete household input demand system.

5.3 The Econometric Model

Among possible flexible function forms for the aggregate input demand system, I chose
the almost ideal (AI) demand system by Deaton and Muellbauer (1980b) and Deaton
(1986), which has cost shares as the dependent variables. In particular, the version is
sometimes referred to as the linear approximation (LA) of the AI demand system (LA/
AI), which has several major advantages, e.g., see Alston, Foster, and Green (1994), and
has also been used by Hausman (1996) and Huffman and Johnson (2004). The
econometric model is

wit = ai0 þ
XS
s= 1

disDst +
Xk
j= 1

gij log pjt + bi log ½Ft=PðptÞ�+’it + uit ; ð44Þ

where wit is the full-income expenditure share for the ith input, i = 1, . . . , n, in time
period t = 1, . . . , T, Dst are translating or equivalency variables, pjt is the price of the jth
household input, Ft is full-income or expenditure, P(pt) is the Stone price index across
the n input categories, which avoids inherent non-linearities, t is a linear time trend,
and uit is a random disturbance term that represents random shocks to the demand for
input i in year t (Deaton and Muellbauer 1980a: 75–8; Wooldridge 2002: 251–8). The
time trend is included to “detrend” the cost shares and all of the other regressors and
also pick up any excluded variable that is highly correlated with trend, including
gradual shift in women’s skills from home production to market skills (Goldin 1986;
Wooldridge 2002; Kerkhofs and Kooreman 2003; Borjas 2005).

In equation (44), the primary interest is in the as, gs, and bs, which are key
parameters of the LA/AI demand system. ai0 is a time-invariant unobserved effect
for input i. The gs and bs are related to price and income elasticities, and symmetry,
homogeneity, and adding up restrictions are imposed across the system of input
demand equations (Deaton and Muellbauer 1980a: 76). Given the above restrictions
and that expenditure shares sum to one, one of the share equations can be omitted in
the estimation and its parameters can be recovered from the other (n�1) estimated
input demand equations. The ninth input category is omitted in my estimation.

The full-income expenditure elasticity of demand for the ith input is

�iE = 1+ bi=wi; i = 1; . . . ; n: ð45Þ
The Hicksian compensated own-price elasticity for the ith input is
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xii = gii=wi +wi�1; i = 1; . . . ; n; ð46Þ
and the compensated cross-price elasticity of demand for the ith input and jth input
price is

xij = gij=wi +wj; i; j = 1; . . . ; n: ð47Þ
The specification of price elasticities in (46) and (47) has been shown in a simulation
analysis by Alston, Foster, and Green (1994) to provide accurate estimates of the true
price elasticities. Furthermore, the price and income elasticities that are to be calculated
in this study using aggregate data are macro- rather than micro-estimates, and Roger-
son and Wallenius (2007) emphasize that these macro-price and income elasticities are
most appropriate for aggregate policy analysis.

Although expenditures share weighted full-income expenditure elasticities must sum
to unity, any individual income elasticity of demand for an input can be positive,
negative, or zero. However, for the compensated own-price elasticity of demand to be
consistent with demand theory, it must be negative. Inputs are denoted as substitutes if
they have a cross-price elasticity that is positive and as complements when the cross-
price elasticity is negative. Given the restrictions on the demand system and letting all
input prices change by 1 percent, the expenditure share weighted compensated price
elasticities for the ith input is zero.

Equation (44) has two random unobserved terms (ai0 and uit) and ai0 may be
correlated with regressors in a demand equation and uit. If the system were estimated
in level form, this could, in principle, bias all the estimated coefficients. The additive
disturbance term uit in equation (44) satisfies the usual stochastic assumptions (having
a zero mean, finite variance, first-order autoregressive process over time, and contem-
poraneous correlation across share equations). Under the hypothesis of a first-order
autocorrelation and fitting a system of demand equations with cross-equation symme-
try conditions, Barten (1969) emphasized that each of the equations within the system
must be transformed by the same value of r but estimates of r were found to be close to
one. Hence, the demand system was expressed in first-difference form for estimation.
The differenced (n – 1) expenditure share equations were estimated with all restrictions
imposed. In this version of the model, intercept terms become the coefficient of the
linear time trend in equation (44).

The eight differenced input demand equations are configured as a stacked system of
difference equations having the form of the seemingly unrelated regression (SUR)
model, including contemporaneous cross-equation correlation of disturbances (Greene
2003: 340–50). The iterative feasible generalized least squares estimator is consistent,
asymptotically efficient, and asymptotically equivalent to the maximum likelihood
estimator (Barten 1969). The estimation is conducted using the iterative seemingly
unrelated regression (ISUR) procedure in the software package Statistical Analysis
System (SAS).

In addition to prices and income, the input demand system (44) contains demo-
graphic variables representing important dimensions of the structure of the
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population—theDs. These translating variables are the share of the US resident civilian
population that is (a) 5 years of age and younger, or pre-school age, (b) 65 years of age
or older, who are retired or contemplating retirement, (c) residing in a non-metropolitan
or rural area. I also allowed for the possibility of disembodied technical change
to occur. Following Griliches (1990), I construct a proxy variable that is, the stock
of patents of consumer goods, using trapezoidal weights (see Huffman and Evenson
2006 for a discussion of this type of weighting pattern). Also, see Huffman (2008) for
more details.

5.4 The Empirical Results and their Interpretation

The nine aggregate full-income expenditure shares are the dependent variables, and
they are explained econometrically by nine relative input prices: real full-income
expenditures per capita; share of the population under age 5, over age 65, and living
in non-metropolitan areas; and the consumer goods’ patent stock and trend.
The differenced versions of equation (44) is fitted to data covering forty-nine
years, 1948–96, subject to symmetry and homogeneity and adding up conditions,
to estimate a total of eighty-four unknown parameters of the demand system by the
ISUR model.

Estimated coefficients of the LA/AI household demand system are reported in
Table 2.2, and the estimated (macro) compensated price and full-income expenditure
demand elasticities (equations (45)–(47)), evaluated at the sample means of the relevant
variables, are reported in Table 2.3. The impacts of per capita real full-income expen-
diture, demographic characteristics, and own-price effects are estimated relatively
precisely. The impacts of cross-price effects are estimated less precisely, but this is to
be expected because they represent price effects that are of secondary importance and
about which less prior information exists. Surprisingly, the coefficients of the consumer
patent stock variable are non-zero, and some are significantly different from zero,
which is evidence of technical change in the demand system for input in household
production.

The estimated intercept terms of the first-differenced LA/AI demand system are the
coefficients of the linear trend in the input demand equations (Table 2.2). Hence, a
positive trend exists for the demand for women’s unpaid housework, food at home,
purchased housework-substitute services, housing services, appliance services, and
transportation services. A negative trend exists in the demand for men’s unpaid
housework, recreation services and entertainment, and “other inputs.”

For price and income expenditure elasticities, the associated z-values are computed
for taking the respective shares as given. The Hicksian-compensated macro own-price
elasticity for all nine input groups is negative, statistically significant at the 1 percent
level and plausible, at�0.493 for women’s unpaid housework,�0.489 for men’s unpaid
housework,�0.553 for food at home,�0.757 for housing services,�0.887 for appliance
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services, �1.087 for transportation services, �0.628 for recreation services and enter-
tainment, and �0.338 for “other inputs.” Hence, the negative and statistically signifi-
cant macro own-price elasticities are supportive of an aggregate demand system being
estimated that mirrors some of the properties of a microeconomic demand system.

It is an empirical question as to whether women’s and men’s unpaid housework are
substitutes or complements. The empirical results in Table 2.3 provide evidence that
women’s and men’s housework are complements, having a macro compensated cross-
price elasticity of �0.16, which is significantly different from zero at the 5 percent level.
Given the restriction on estimated coefficients that the summation across all compen-
sated price elasticities for women’s housework is zero (Deaton and Muellbauer 1980a:
43–4), the other seven input categories as a group are on average a substitute for
women’s housework. The average size of this compensated cross-price elasticity must
be 0.09 (and cannot be zero). In fact, row 1 in Table 2.3 provides evidence that all seven
of these other input categories are substitutes for women’s housework.

One likely explanation for women’s and men’s unpaid housework being comple-
ments is that women and men perform different types of housework and that these
tasks complement rather than substitute for one another (Robinson and Godbey 1997).
Within married couples, housework continues to be specialized by gender. Women
have continued over recent decades to perform core housework—traditionally
“female” tasks like cooking and cleaning—while men perform yard, car, and external
house care and maintenance. Unattached men can, however, purchase services in the
market that replace women’s core unpaid housework, and unattached women can
purchase services in the market to replace men’s unpaid housework associated with a
yard, car, and exterior house care and maintenance.

Although purchased housework-substitute services and appliance services are sub-
stitutes for women’s unpaid housework, as anticipated, they are also substitutes for
men’s unpaid housework (see Table 2.3). The respective macro cross-price elasticities
between these two input categories are, in fact, much larger for men’s unpaid house-
work than women’s unpaid housework. Hence, the evidence is that this input category
is a “better” substitute for men’s than women’s unpaid housework. Not too surprising-
ly, food at home and recreation services and entertainment are complements to men’s
housework and the other four major input categories are substitutes.

Housing and transportation services are shown to be complements to food at home,
where both are inputs to produce a commodity defined as a family enjoying meals at
home. Food at home, purchased housework-substitute services, and household appli-
ance services are complements for housing. For appliance services, all of the other input
groups are substitutes, except for housing services. Food at home, housing services, and
transportation services are complements (and “other inputs” are substitutes) for
recreation services and entertainment. However, the strongest substitute for recreation
services and entertainment is the “other inputs.” The compensated cross-price elastici-
ty is one and significantly different from zero at the 1 percent level. Hence, I interpret
this result to mean that a strong substitution effect exists between the “goods” compo-
nent of recreation and entertainment and the “own-time” component.
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The cross-price elasticities among the nine input groups imply numerous margins
where “other inputs” have been substituted for women’s and men’s unpaid housework
as the relative price of time rose in the post-Second World War period (see Figure 2.6).
The results suggest that food at home and women’s unpaid housework are substitutes
but food at home and men’s housework are complements. Purchased housework-
substitute services and men’s unpaid housework are shown to be strong substitutes,
but purchased housework-substitute services and women’s unpaid housework are weak
substitutes.

The macro full-income expenditure elasticity of demand for women’s housework is
0.713, for men’s housework is 1.136, for food at home is 0.793, for purchased housework-
substitute services is �0.420, for housing services is 0.480, for household appliance
services is 0.392, for transportation services is 1.151, for recreation services and enter-
tainment is 1.579, and for “other inputs” is 1.133. Hence, transportation services,
recreation services and entertainment, and “other inputs” are luxury goods, having
macro full-income expenditure elasticities greater than one. Women’s unpaid house-
work, food at home, housing services, and household appliance services are normal
inputs and have positive macro income elasticities that are less than one. Only
purchased housework-substitute services are inferior, having negative macro expendi-
ture elasticity, but this elasticity is not significantly different from zero at the 5 percent
level.19 Although the full-income expenditure elasticity for purchased housework-
substitute services is essentially zero, readers can easily confuse price and income
effects here. Changes in the use of this input category over the post-Second World
War period is largely due to rising prices of unpaid housework and not due to rising
real income.

On the whole, this set of macro full-income expenditure elasticities has considerable
appeal. Looking at the post-Second World War period up to 1996, our results suggest
relatively large rightward shifts in aggregate demand for normal inputs as full income
has risen. This increase occurred for men’s unpaid housework, household sector
transportation services, recreation services and entertainment, and “other inputs.”
With the macro full-income expenditure elasticities of demand for both men’s and
women’s unpaid housework being positive and their time endowment being fixed,
rising non-labor income is a factor tending to make human time more scarce over time
(Linder 1970; Robinson and Godbey 1997).20

The generally significant estimated coefficients of the consumer patent stock in the
demand system supports the hypothesis of technical change in the US household sector
over the post-SecondWorldWar period. The precise impact on input demand for each
input category is obtained by evaluating dj/wj at the sample mean of the expenditure

19 However, the coefficients are estimated with restrictions so that one coefficient cannot be changed
without an offsetting change in one or more other coefficients.

20 If the wage elasticities of demand for men’s and women’s leisure are the same and they equal the
own-price elasticity of demand for “other inputs,” then the implied compensated own-wage elasticity of
labor supply for women is approximately 1.98 and for men is 0.83.
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Table 2.2 ISUR estimate of US household demand system for inputs: almost ideal demand system (shares) 1948–96 (asymptotic
standard errors in parentheses)a

Variables Women’s
housework
(1)

Men’s
housework
(2)

Food at
home
(3)

Purchased housework-
substitute services
(4)

Housing
services
(5)

Appliance
services
(6)

Transportation
services
(7)

Recreation services
and entertainment
(8)

Constant 0.287 (0.305) �0.300 (0.236) 0.066 (0.264) 0.254 (0.147) 0.348 (0.129) 0.180 (0.156) 0.131 (0.236) �0.177 (0.120)
AGE �5 0.424 (0.157) 0.184 (0.125) 0.118 (0.144) �0.008 (0.087) 0.062 (0.080) 0.073 (0.093) �0.026 (0.146) �0.053 (0.075)
AGE 
65 �0.360 (0.282) �0.161 (0.223) �0.240 (0.261) 0.229 (0.146) 0.311 (0.131) 0.025 (0.155) �0.024 (0.243) 0.021 (0.122)
Non-metro �0.056 (0.04) 0.007 (0.03) �0.065 (0.04) �0.007 (0.02) �0.040 (0.02) 0.042 (0.03) 0.030 (0.0005) 0.034 (0.0002)
ln (Consumer
patents)

0.035 (0.014) 0.032 (0.011) 0.019 (0.013) 0.002 (0.007) �0.002 (0.006) 0.009 (0.008) �0.021 (0.014) 0.002 (0.01)

ln[F/(N)] �0.034 (0.027) 0.009 (0.021) �0.011 (0.023) �0.022 (0.013) �0.025 (0.012) �0.018 (0.013) 0.007 (0.021) 0.014 (0.011)
lnP1 0.046 (0.014)
lnP2 �0.028 (0.010) 0.030 (0.011)
lnP3 0.007 (0.007) �0.012 (0.006) 0.021 (0.008)
lnP4 0.003 (0.006) 0.015 (0.005) 0.004 (0.004) 0.002 (0.005)
lnP5 0.003 (0.006) 0.008 (0.006) �0.008 (0.004) �0.004 (0.004) 0.009 (0.007)
lnP6 0.003 (0.005) 0.004 (0.004) �0.001 (0.004) 0.004 (0.003) �0.009 (0.003) 0.002 (0.004)
lnP7 0.005 (0.005) 0.002 (0.004) �0.003 (0.005) �0.003 (0.003) 0.007 (0.003) �0.001 (0.003) �0.006 (0.006)
lnP8 �0.002 (0.005) �0.008 (0.005) �0.000 (0.003) 0.008 (0.003) �0.007 (0.004) �0.000 (0.003) �0.003 (0.002) 0.009 (0.004)

R2 0.996 0.969 0.989 0.707 0.990 0.832 0.874 0.981

aSystem estimated as first-differences to induce stationarity of the time-series.



Table 2.3 Estimates of price and income elasticities: almost ideal demand system model with nine input groups, US aggregate data, 1950–96
(z-values are in parentheses)

Commodity–input
groups (i)

Prices (j) Income/
expenditure
elasticity1 2 3 4 5 6 7 8 9

Compensated (e*ij )

(1) Women’s
housework

�0.493 (4.29) �0.164 (1.99) 0.110 (1.81) 0.043 (0.90) 0.070 (1.29) 0.053 (1.30) 0.085 (1.95) 0.007 (0.15) 0.289 (1.68) 0.713 (3.16)

(2) Men’s housework �0.283 (1.99) �0.489 (3.14) �0.116 (1.35) 0.229 (3.11) 0.166 (1.93) 0.087 (1.45) 0.077 (1.22) �0.085 (1.21) 0.414 (1.73) 1.136 (3.75)
(3) Food at home 0.253 (1.81) �0.154 (1.35) �0.553 (3.71) 0.098 (1.23) �0.109 (1.50) 0.002 (0.03) �0.015 (0.17) 0.016 (0.24) 0.463 (1.44) 0.793 (1.81)
(4) Purchased

housework-
substitute services

0.330 (0.90) 1.019 (3.11) 0.328 (1.23) �0.882 (2.79) �0.184 (0.77) 0.295 (1.51) �0.139 (0.75) 0.075 (0.36) �0.841 (1.22) �0.420 (0.51)

(5) Housing services 0.173 (1.29) 0.238 (1.93) �0.119 (1.50) �0.060 (0.77) �0.757 (5.28) �0.159 (2.56) �0.093 (1.71) �0.113 (1.32) 0.888 (4.16) 0.480 (1.99)
(6) Household

appliance services
0.211 (1.30) 0.202 (1.45) 0.004 (0.03) 0.153 (1.51) �0.255 (2.56) �0.887 (7.45) 0.008 (0.08) 0.024 (0.28) 0.541 (1.51) 0.392 (0.88)

(7) Transportation
services

0.217 (1.95) 0.113 (1.22) �0.017 (0.17) �0.046 (0.76) �0.095 (1.71) 0.005 (0.08) �1.087 (8.92) �0.029 (0.56) 0.937 (3.37) 1.151 (2.63)

(8) Recreation
services and
entertainment

0.032 (0.15) �0.236 (1.21) 0.034 (0.24) 0.047 (0.36) �0.219 (1.32) 0.029 (0.28) �0.055 (0.56) �0.628 (3.56) 0.997 (2.64) 1.579 (3.71)

(9) “Other inputs” 0.058 (1.68) 0.048 (1.73) 0.040 (1.44) �0.022 (1.22) 0.071 (4.16) 0.027 (1.51) 0.074 (3.37) 0.041 (2.64) �0.338 (3.48) 1.133 (10.08)



share wj. These results suggest that technical change in the household sector reduced
the demand for women’s housework relative to housing services, transportation ser-
vices, and “other inputs,” and increased the demand for women’s unpaid housework
relative to food at home and men’s unpaid housework. No significant change in the
demand for women’s housework relative to purchased housework-substitute services,
appliance services, or recreation services occurs.

The impacts of a change in the share of the population that is age 5 or less is 2.3 times
larger for women’s unpaid housework than for men’s unpaid housework, and the
impact of a change in the share of the population 65 years of age and older is 2.2 times
larger on women’s unpaid housework than on men’s unpaid housework. Hence, the
demand for women’s unpaid housework is more responsive to the changing age
structure of the US population than is men’s housework.

6 CONCLUSIONS
..................................................................................................................

Advances in household production theory and models have made almost no inroads to
the study of food demand over the past fifty years. With three exceptions, food demand
studies have not even adopted the slight advance in neoclassical consumer demand that
occurs when one recognizes that the household has a major resource consisting of the
time endowment of adult households. This means that food demand studies have
continued to omit the price of time (of adult household members, especially of the
homemaker) in food demand equations and to use a household’s cash income rather
non-labor income or full income in these equations. The tradition has been to focus on
the household’s cash income constraint, and how cash income is allocated to purchased
goods and services, but to ignore the fact that these decisions are made jointly with
adult time allocation decisions on work versus leisure. Also, the cash income constraint
in traditional demand models includes labor market earnings, which results from
households’ decisions on time allocated to work for pay versus other activities. This
means that cash income reflects a mixture of price and income effects and that
estimates of the income elasticity of demand for food in these studies are invariably
biased. More generally, because the price of time is omitted from these food demand
equations, there are further biases in estimated price and income elasticities obtained in
a demand system.

The adoption of the productive household models makes it possible to incorporate
the economics of production theory into household consumption decisions. This
means that commodities are in general produced at minimum cost, or the household
is on the frontier of a multiple-output–multiple-input relationship. In some cases it is
useful to assume that no joint production occurs in the household, but a more realistic
assumption is that the household represents an institution where joint production is
pervasive. For example, an adult is simultaneously preparing a meal, supervising
children, and listening to the news. Moreover, with the household production model,
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we can associate the education of the homemakers with the efficiency of household
production, and thereby free ourselves from the assumption of neoclassicalmodels that
education primarily changes tastes.

Using key concepts from household production theory, I have developed an empiri-
cal application that is a demand system for inputs used by households, and it has been
fitted to data for the US household sector over the post-SecondWorldWar period. The
data on expenditure shares and relative input prices show dramatic changes over time;
for example, the share of women’s unpaid time in consumption expenditures has fallen
by 8 percentage points. The relative price of a number of inputs has changed substan-
tially; for example, the price of household appliance services declined by 75 percent
over the first twenty-five years of the study period and the price of food at home
declined by 50 percent over the forty-nine-year study period. Moreover, the empirical
estimate of a complete input demand system for the US household sector has provided
new and interesting estimates of own-price and cross-price elasticities and full-income
expenditure elasticities of demand for food at home and for eight other input groups.

The results provide estimates of the compensated own-price demand elasticities
for inputs ranked from highest to lowest; these are: transportation services, appliance
services, purchased services that substitute for unpaid housework, housing services,
recreation services, food at home, women’s unpaid housework, men’s unpaid house-
work, and “other inputs.” The results also provide evidence that food at home and
women’s unpaid housework are substitutes but food at home and men’s unpaid
housework are complements. Purchased services that substitute for unpaid housework
and men’s unpaid housework are shown to be strong substitutes, but purchased
services and women’s unpaid housework are weak substitutes. The full-income expen-
diture elasticities of demand for inputs ranked from highest to lowest are: recreation
services, transportation services, “other inputs,” men’s unpaid housework, food at
home, women’s unpaid housework, appliance services, and purchased services that
substitute for unpaid housework.

These new macro price and income elasticities show that productive household
theory can be effectively applied to the measurement of inputs, to the specification of a
household sector complete input demand system, and to estimation of a new type of
demand system. Moreover, my results provide evidence that the compensated price
elasticity of demand for food at home is relative large, and that food at home and
women’s housework are substitutes but food at home and men’s housework are
complements. Also, food at home and purchased housework-substitute services,
which include food away from home, are substitutes. In addition, the compensated
price elasticity of demand for services that are a substitute for unpaid housework is
relatively large. Two surprising results are that the full-income expenditure elasticity of
demand for food is relatively large but for services that substitute for unpaid house-
work, i.e., purchased housework-substitute services, is small and not significantly
different from zero.
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For those who are interested in recent annual data on time use, the American Time
Use Survey, which was initiated by the US Department of Labor in 2003, may be a
useful source of data.

This chapter has laid a foundation that can be a bridge between household produc-
tion theory and future studies of the demand for food and other inputs.
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