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PREFACE TO SECOXND EDITION

There has been significant progress in the development of multi-domain spec-
tral methods both at the fundamental as well as at the application level in the
last few vears. We have, therefore, undertaken the ‘non-trivial’ task of updating
the book in order to include these new developments. We also wanted to make
these methods easier to comprehend and implement by the students, responding
directly to the many requests and feedback we received after the publication of
the first edition of our book. We are grateful to Oxford University Press, and in
particular to the Mathematics and Statistics editor Dr Alison Jones, who gave
us this opportunity.

The new developments are primarily in the discontinuous Galerkin methods,
in non-tensorial nodal spectral element methods in simplex domains, and on sta-
bilisation and filtering technicues. From the practical point of view, high-order
solutions in complex geometries require high-order meshes and high-order post-
processing, a subject that is often neglected in the everyday ‘production’ comput-
ing and simulation. Such subjects are now addressed in some detail in this new
edition of the book. We have also seen the spectral/hp element method applied
to less traditional fields, such as seismology, climate modelling, and magneto-
hydrodynamics (MHD), and we have included some elements of modelling such
applications in this revised version.

Finally, another objective in revising the book has been to provide more
details on implementing various aspects of the method. To this end, we have
put sonie emphasis on implementation and technical issues with exercises in the
founding Chapters 2 to 5 to aid in implementing basic spectral element solvers,
which can be used as building blocks for more complex application codes.

Overall, the book has been increased in new material by almost 50% in order
to include all the aforementioned topics.

We would like to thank our many students and colleagues who have provided
good critical feedback on the first version of the book. In particular, we would
like to thank Drs H. Blackburn, J. Hesthaven, R. M. Kirby, J. Peir, V. Theofilis,
and Z. Yosibash who contributed to the new edition directly by providing plots
and other information from their own work. We also want to thank our families
who have supported us again during the course of this effort.

Doston, Massachusetts G.E.K.
London, England S.J.8.
Spring 2004



PREFACE TO FIRST EDITION

Our aim in writing this book is to introduce a wider audience to the use of
spectral/hp element methods with particular emphasis on their application to
unstructured meshes. These methods, as their name suggests, incorporate both
multi-domain spectral methods (based on a development of original ideas by
A. T. Patera) and also high-order finite element methods (based on original
ideas of B. A. Szabd). In this book, we provide a unified description of both
methods building on previously published works as well as on new material not
previously published.

Although spectral methods have long been popular in direct and large eddy
simulation of turbulent flows, their use in areas with complex-geometry com-
putational domains has historically been much more limited. For example, in
computational aerodynamics, which typically involve the use of unstructured
meshes, the preferred methods have been low-order finite element and finite
volume methods. More recently, however, the need to find accurate solutions
to the viscous flow equations around complex aerodynamic configurations has
led to the development of high-order discretisation procedures on unstructured
meshes. High-order discretisation is also recognised as more efficient for solution
of time-dependent oscillatory solutions over long time periods, for example, in
the new field of computational electromagnetics in aerospace design.

Polynomial spectral methods were first introduced in Gottlieb and Orszag
[199] and are covered extensively in Canuto et al. [86], Boyd [71], and Fornberg
[164]. Szab6 and Babuska [445] and Bernardi and Maday [45] deal with Ap finite
element and spectral element methods, respectively, and should be consulted for
background reading. This book reviews most of the fundamental concepts but
does assume the reader has some familiarity with the basic concepts of finite
element discretisation and the Galerkin approximation technicue.

The material contained in this book draws on the ideas and influence of
many people, but particular thanks are due to A. T. Patera, S. A. Orszag, and
D. Gottlieb, who have advised and collaborated on our research work over the
past fifteen years. Much of this book is based on the doctoral thesis of the second
author (SJS), as supervised by the first author (GEK). This book has also drawn
heavily on doctoral theses of other students supervised by GEK, notably those
of R. D. Henderson, I. G. Giannakouros, A. Beskok, C. H. Crawford, T. C.
Warburton, I. Lomtev, and J. Trujillo, and also doctoral theses supervised by
A. T. Patera, notably E. M. Ronquist, C. Mavriplis, and G. Anagnostou. We
would like to thank J. Peiro for his help with the unstructured meshing, and are
particularly grateful to our colleagues who provided original figures which we
have included in this book. Thanks are also due to those who have given their
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time and effort to read the proof of this book.

GEK would like to acknowledge the sponsorship of his research program by
the Office of Naval Research, the Air Force Office of Scientific Research, the
Department of Energy, and the National Science Foundation.

Finally, we would like to thank our wives, Helen and Tracey, for their under-
standing and patience during the writing of this book. We would especially like to
thank Tracey, who was the first person to read the book in its entirety, correcting
our grammar and spelling, and also providing a notable contribution to the prose.

Doston, Massachusetts G.E.K.
London, England S.d.8S.
Fall 1997



BOOK OUTLINE

In Chapter 1, we present reduced models of the compressible and incompressible
Navier—Stokes equations which are used in the various discretisation concepts
discussed in the following chapters. The convergence philosophy of spectral and
finite element methods, the combination of which provides a dual path of con-
vergence, is also introduced.

In Chapter 2, we present the fundamental concepts that are further developed
in the remainder of the book, in the context of a one-dimensional formulation. In
doing so, we illustrate the principles and underlying theory behind the construc-
tion of the spectral/hp element method. In this second revision we have included
more details on implementing boundary conditions and used margin identifiers
to highlight formulation details, using a ‘&’ symbol, and implementation details,
using a ‘4’ symbol. We have also added new sections on nodal p-type expan-
sions and on integration errors and polynomial aliasing. The series of exercises
included at the end of the chapter solely focuses on developing a one-dimensional
spectral element solver.

In Chapter 3, we consider the extension of the one-dimensional formulation
to two and three dimensions by the development of expansion bases in stan-
dard regions such as triangles or rectangles in two dimensions, and tetrahedrons,
prisms, pyramids, and hexahedrons in three dimensions. The construction of
these bases uses a unified approach which permits the development of compu-
tationally efficient expansions. In this new revision we now formulate the modal
basis as solutions to a generalised Sturm-Liouville problem. We also present op-
timal nodal points, the so-called Fekete points, as well as the electrostatic points
on a simplex, and include related approximation results. The exercises at the
end of the chapter target construction of multi-dimensional elemental matrices.

Compared to the first revision of the book, Chapter 4 has been restructured
with extra emphasis on implementation aspects. In this chapter we complete the
multi-dimensional formulation by explaining how the two- and three-dimensional
expansions developed in Chapter 3 can be extended into a tessellation of mul-
tiple domains. These extensions are decomposed into three sections: local op-
erations such as integration and differentiation; global operations such as the
construction of global matrix systems; and pre- and post-processing issues such
as boundary representation, high-order mesh generation, and particle tracking.
The chapter introduces a matrix formulation to help illustrate the algebraic
systems which need to be constructed when computationally implementing the
spectral/hp method. Formulation of both Galerkin and collocation projections
are considered in this manner. The exercises in this chapter include implementa-
tion of a two-dimensional spectral /hp element solver for a multi-element Galerkin
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projection.

In this revised version Chapter 5 now considers the diffusion equation; an
implicit in time discretisation leads to the Helmholtz equation. This chapter
discusses both the temporal discretisation and eigenspectra, of second-order op-
erators that dictate time-step restrictions. We also expand on appropriate pre-
conditioning techniques for inversion of the stiffness matrix. The final part of this
chapter discusses non-smooth solutions due to geometric singularities and this
revised section now includes elements from recent advances in three-dimensional
domains. The final exercises section focuses on building on the exercises of Chap-
ters 3 and 4 to implement a two-dimensional standard Galerkin hp solution to
the Helmholtz problem.

In Chapter 6, we focus on the scalar advection equation and develop a
Galerkin discretisation using the techniques described in Chapter 4. We then
include an extended presentation of the discontinuous Galerkin formulation for
advection equations. Similar to Chapter 5, we also review eigenspectra of the
advection operators in both two and three dimensions which are relevant for
explicit time stepping. A further new addition is the discussion on two forms
of a semi-Lagrangian method for advection (strong and auxiliary forms) that
could potentially prove very effective in enhancing the speed and accuracy of
spectral/hp element methods in advection-dominated problems. A further new
section on stabilisation techniques is then introduced that discusses filters, spec-
tral vanishing viscosity, and upwind collocation. This new material is important
as it relates directly to the robustness of the method, especially in marginally
resolved simulations.

In Chapter 7 (previously Chapter 3) we introduce and discuss the topic of
non-conforming elements for second-order operators. This chapter has been ex-
tended to include a comprehensive presentation of the discontinuous Galerkin
method with a comparison of different versions from theoretical, computational,
and implementation standpoints.

In Chapter 8, we present different ways of formulating the incompressible
Navier—Stokes equations based on primitive variables, that is, velocity and pres-
sure, as well as velocity—vorticity algorithms. We consider both coupled, split-
ting, and least-squares formulations for primitive variables, and in this revision
we now discuss both the Uzawa coupled algorithm and a new substructured
solver. The discussion on primitive variables time-splitting has been rewritten
to include recent theoretical advances in the pressure-correction and velocity-
correction schemes as well as the rotational formulation of the pressure boundary
condition. Whilst an important issue for primitive variable formulation is the ef-
ficient incorporation of the divergence-free constraint, an analogous problem for
the velocity—vorticity formulation is the accurate imposition of the boundary con-
ditions which is also discussed. The final section is devoted to nonlinear terms;
it includes a discussion of spatial and temporal discretisation with focus on the
semi-Lagrangian method for the incompressible Navier—Stokes equations.
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In Chapter 9, we discuss numerical simulations of the incompressible Navier—
Stokes equations. First, we present exact Navier—Stokes solutions that can be
used as benchmarks to validate new codes and evaluate the accuracy of a par-
ticular discretisation. In the current revision this section has been restructured,
with more benchmark solutions, to emphasise verification and validation of spec-
tral/hp element solvers. A new section on three-dimensional stability (biglobal
stability) is also included—spectral /hp elements are particularly effective in this
field. The chapter continues by discussing some aspects of direct numerical simu-
lation (DNS) and large-eddy simulation (LES). The issue of stabilisation at high
Reymnolds number is then presented using the concepts of dynamic subgrid mod-
elling, over-integration, and spectral vanishing viscosity. A new parallel paradigm
based on multi-level parallelism is introduced that can help realise adaptive re-
finement more easily; the final section includes a heuristic refinement method for
Navier—Stokes equations.

Chapter 10 has been expanded to consider not only compressible Euler and
Navier—Stokes equations but general hyperbolic conservation laws. This is an area
in which high-order methods have had little success in the past. The principle is-
sue is how to effectively use the high-order expansions of the spectral/hp method
whilst honouring the inherent monotonicity and conservation properties of the
analytic system. We consider different ways of dealing with these fundamen-
tal issues for both the Euler and the Navier—Stokes ecuations. A new section for
the shallow water equations is also included and the section on the discontinuous
Galerkin method has been rewritten. Finally, the last section discusses modelling
of plasma flows, i.e., the so-called magneto-hydrodynamic (MHD) equations.

Finally, the appendices provide details on Jacobi and Askey polynomials as
well as numerical integration and differentiation which are essential building
blocks of the spectral/hp element techniques. A full description of commonly
used expansion bases is provided, which now includes nodal points for non-
tensorial electrostatic and Fekete point distribution in simplex domains. The
final appendix also details Riemann solvers commonly used in the solution of
the Euler equations.
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INTRODUCTION

1.1 The basic equations of fluid dynamics

Consider fluid flow in the non-deformable control volume €2 bounded by the con-
trol surface 02 with n being the unit outward normal. The equations of motion
can then be derived in an absolute reference frame by applying the principles of
mechanics and thermodynamics [39]. They can be formulated in integral form
for mass, momentuni, and total energy, respectively, as

d /de+/ pv-ndS =0, (1.1.1a)
dt Jo Joa
4 pde+/ [pv(v-n) —ne]dS = / fd9, (1.1.1b)
dt Jgq Jog Jo
i/EdQ+ (Ev—av+q)-nd5=/_f-vdﬂ. (1.1.1¢)
di Jq Joq J§

Here v(z,t) = (u,v,w) is the velocity field, p is the density, and F = ple +
1/2v - v) is the total specific energy where e represents the internal specific
energy. Also, o is the stress tensor, q is the heat flux vector, and f represents
all external forces acting on this control volume. For Newtonian fluids, the stress
tensor, which consists of the normal components (p for pressure) and the viscous
stress tensor T, is a linear function of the velocity gradient, that is,

o=—-pl+r, (1.1.2a)

T=u[Vv+(VV) ]+ MV - V), (1.1.2b)

where I is the unit tensor, and ;2 and A are the first and second coeflicients
of viscosity, respectively. They are related by the Stokes hypothesis, that is,
2/t + 3A = 0, which expresses local thermodynamic equilibrium. The heat flux
vector is related to temperature gradients via the Fourier law of diffusion, that
is,

q=—kVT, (1.1.3)

where k(T) is the thermal conductivity which may be a function of temperature
T.

In the case of a deformable control volume, the velocity in the flux term
should be recognised as in a frame of reference relative to the control surface
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and the appropriate time rate-of-change term be used. Considering, for example,
the mass conservation equation, we have the forms

d
rl de+/var-ndS—0
or

/ de+/ pvr-nd5+/ PVes - dS =0,
o0 Jog

where v is the velocity of the control surface, v, is the velocity of the fluid with
respect to the control surface, and the total velocity of the fluid with respect to
the chosen frame is v = v, + ves. The above forms are equivalent but the first
expression may be more useful in applications where the time history of the
volume is of interest.

Exquations (1.1.1a)—(1.1.1¢) can be transformed into an equivalent set of par-
tial differential equations by applying Gauss’ theorem (assuming that sufficient
conditions of differentiability exist), that is,

Op

o +V-{pv) =0, (1.14a)
8((;:/) +V-(pvv—0)=f, (1.1.4b)
%f+v (Ev—av+q) = (1.1.4c)

The momentum and energy equations can bhe rewritten in the following form
by using the continuity equation (1.1.4a) and the constitutive equations (1.1.2a)
and (1.1.2b)

p%‘t’ =-Vp+V-T+7, (1.1.5a)
pgi =—pV-v-V-q+ ¢, (1.1.5b)

where ® = 7 - Vv is the dissipation function and D/Dt = 3/t + v - V is the
material derivative,

In addition to the governing conservation laws, an equation of state is re-
quired. For ideal gases, it has the simple form

p=pRT, (1.1.6)

where R is the ideal gas constant defined as the difference of the constant specific
heats, that is, R = C), — (', where C, = (0e/IT)|, and C), = vC', with v being
the adiabatic index. For ideal gases, the energy equation can be rewritten in
terms of the temperature since e = p/(p(y — 1)) = C,T, and so eqn (1.1.5b)
becomes

DT

pCopy, ==PV -V V- (kVI) + &. (1.1.7)

The system of equations (1.1.4a), (1.1.5a), (1.1.6), and (1.1.7) is called the com-
pressible Navier-Stokes equations and contains six unknown variables (p,v,p,T)
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with six scalar equations. This is an incomplete parabolic system as there are no
second-order derivative terms in the continuity equation.

A hyperbolic system arises in the case of inviscid flow, that is, 4 = 0 (assum-
ing that we also neglect heat losses by thermal diffusion, that is, & = 0). In that
case we obtain the Fuler equations, which in the absence of external forces or
heat sources have the form

% LV (pv) =0, (1.1.8a)
a%);/) +V- (pVV) =—-Vp, (1.1.8b)
%—f +V-[(E+pv]=0, (1.1.8¢)

Appropriate boundary conditions will be discussed in Chapter 10. This system
admits discontinuous solutions, and it can also describe the transition from a
subsonic flow (where |v| < ¢) to supersonic flow (where |v| > ¢), where ¢ =
(q/RT)l/ 2 is the speed of sound. Typically, the transition is obtained through a
shock wave, which represents a discontinuity in flow variables. In such a region
the integral form of the equations should be used by analogy with eqns (1.1.1a)-
(1.1.1c).

1.1.1  Incompressible flow

For an incompressible fluid, where Dp/Dt = 0, the mass conservation {(or conti-
nuity) equation simplifies to
V-v=0, (1.1.9a)

Typically, when we refer to an incompressible fluid we mean that p = constant,
but this is not necessary for a divergence-free flow; for example, in thermal
convection the density varies with temperature variations. The corresponding
momentum equation has the form

”% =—Vp+ V- [uVv+ (V)] + £, (1.1.9b)

where the viscosity p(x,t) may vary in space and time due to physics or a subgrid
model in formulations of large-eddy simulations (see Chapter 9). The pressure
p(x,t) is not a thermodynamic quantity but can be thought of as a constraint
that projects the solution v{x,?) onto a divergence-free space. In other words, the
isentropic equation p = C'p7 is no longer valid as it will make the incompressible
Navier—Stokes system over-determined.

The acceleration terms can be written in various equivalent ways so that,
in their discrete form, they conserve total linear momentum fQ vd! and total
kinetic energy va - vdQ in the absence of viscosity and external forces. In
particular, the following forms are often used:

o convective form: Dv/Dt = v /Ot + (v - V)v;
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¢ conservative (lux) form: Dv/Dt = v/t +V - (Vv);
¢ rotational form: Dv/Dt =0v/0t — v x (V x v) + 1/2V(v - v);
o skew-symmetric form: Dv/Dt = 0v /0t + 1/2[(v - V)V +V - (vv)].

In semi-discrete systems, that is, systems that are continuous in time but discrete
in space, where inexact integration of nonlinear terms or pointwise discretisation
(for example, collocation) is employed, only the rotational and skew-symmetric
forms conserve both linear momentum and kinetic energy in the inviscid limit.
The flux form conserves only linear momentum while the convective form con-
serves neither. Numerical experinents with turbulence simulations have shown
that the skew-symmetric form is the most effective in minimising aliasing er-
rors although it is computationally the most expensive. In three dimensions,
it requires the calculation of eighteen derivatives versus six derivatives in the
rotational form and nine derivatives in the convective form. A more detailed
discussion on the discrete form of the advection terms is included in Chapter 9.

The incompressible Navier—Stokes equations (1.1.9a) and (1.1.9b) are writ-
ten in terms of the primitive variables (v,p). An alternative form is to rewrite
these equations in terms of the velocity v and vorticity w = V x v. This is a
more general formulation than the standard vorticity streamfunction, which is
limited to two dimensions. The following system is equivalent to eqns (1.1.9h)
and (1.1.9a) assuming that p and p are constant:

Dw

P55 =W Vv +uViw inQ, (1.1.10a)
Viv=-Vxw inQ, (1.1.10b)
V-v=0 inQ, (1.1.10¢)

w=VXvVv inQ, (1.1.10d)

where the elliptic equation for the velocity v is obtained using a vector identity
and the divergence-free constraint. We also assume here that the domain  is
simply connected. An equivalent system in terms of velocity and vorticity is
studied in Chapter 8, where it is reformulated for easier implementation. The
problem with the lack of direct boundary conditions for the vorticity also exists
in the more-often-used vorticity-streamfunction formulation.

Finally, a note regarding non-dimensionalisation. Consider the free-stream
flow Uy past a body of characteristic size D in a medium of dynamic viscosity p,
as shown in Fig. 1.1. There are two characteristic time-scales in the problem, the
first one representing the convective time-scale ¢, = D /Uy, and the second one
representing the diffusive time-scale ¢4 = D? /v, where v = 1/p is the kinematic
viscosity. If we non-dimensionalise all lengths with D, the velocity field with
Uv, and the vorticity field with Up/D, we obtain two different non-dimensional
equations corresponding to the choice of the time non-dimensionalisation:
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— 0

Uy

F1a. 1.1. Free-stream flow past a half-cylinder in a viscous fluid.

g:: + V- (vw) = (w-V)v+Re 'V,

g;: +ReV - (vw) = Re(w - V)v + Vw,

d

where t} and ¢}; are the non-dimensionalised time variables with respect to £, and

tq, respectively, and Re = UpD /v is the Reynolds number. Both forms are useful

in simulations, the first in high Reynolds number simulations, and the second in
low Reynolds number (creeping) flows.

When the nonlinear terms can be neglected we obtain the Stokes equations,

which we can cast in the form

Vv +Vp=f inQ, (1.1.11a)
V-v=0 inQQ, (1.1.11b)

along with appropriate boundary conditions for v. This system is studied in
detail in Chapter 8 as it provides the setting for the variational formulation of
the Navier—Stokes equations.

The theory on incompressible Navier—Stokes equations is treated in several
articles and books, including Constantin and Foias [107], Lions [306], and Temam
[454]. The latter provides a theoretical framework for many of the implementa-
tion concepts that will be developed in this book in the context of variational
formulation of the incompressible Navier—Stokes equations. It is fair to say, how-
ever, that the mathematical theory is fairly complete in two spatial dimensions
and that several results regarding the existence of solutions, uniqueness, regu-
larity, and continuous dependence on the data have been proved. However, there
are several questions still unanswered regarding the Navier—Stokes equation in
three dimensions, and little progress has been made in the theory since the work
of Leray [293].

New concepts from modern dynamical systems theory introduced in the con-
text of the incompressible Navier—Stokes system have helped in our understand-
ing of the computational complexity of these equations. For example, the con-
cept of determining modes [108] provided for the first time a rigorous theory for
the classical Kolmogorov heuristic argument on the excited degrees of freedom
in turbulence. Moreover, the analysis by Constantin et al. [108] showed that such
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an estimate is only a sufficient upper bound and applies to general unsteady
flows for which boundedness of vorticity is assumed.

1.1.2  Reduced models

The mathematical nature of the Navier—Stokes equations varies depending on the
flow that we model and the corresponding terms that dominate in the equations.
For example, for an inviscid compressible flow, we obtain the Euler equations,
which are of hyperbolic nature, whereas the incompressible Euler equations are of
hybrid type corresponding to both real and imaginary eigenvalues. The unsteady
incompressible Navier—Stokes equations are of mixed parabolic/hyperbolic na-
ture, but the steady incompressible Navier—Stokes are of elliptic/parabolic type.
To simplify the discretisation of Navier—Stokes and motivate the formulation
adopted in this book we follow a hierarchical approach in reducing the Navier—
Stokes equations to simpler equations, so that each introduces one new concept.

Take as an example the incompressible Navier—Stokes ecuations (1.1.9a) and
(1.1.9b), a simpler model is the unsteady Stokes system. This retains all the
complexity but not the nonlinear terms, that is,

a—vz—@+yv2v+f,
ot p

V-v=290.

The Stokes system (eqns (1.1.11a) and (1.1.11b)) is recovered by dropping the
time derivative. Alternatively, we can drop the divergence-free constraint and
study the purely parabolic scalar equation for a variable w, that is,

9 _ vy +f. (1.1.12)
ot

This equation is very helpful in studying the stability properties of the Navier—
Stokes equations and analysing different time-stepping schemes. If we instead
drop all terms on the right-hand side of eqn (1.1.9b), as well as the divergence-free
constraint, we obtain a nonlinear advection equation. This equation also serves as
a good model for studying time-stepping algorithms and issues associated with
the stability and long-time integration of the Navier—Stokes equations. These
topics are presented in Chapters 6 and 10.

Finally, by dropping the time derivative in the parabolic equation (1.1.12),
we obtain the Poisson equation —rV?u = f, which is useful in dictating the
continuity requirements and corresponding functional spaces in the variational
formulation context adopted in this book. A treatment of the one-dimensional
problem in Chapter 2 and in multiple dimensions in Chapter 3 is based on the
Poisson equation. In addition, the study of solution algorithms appropriate for
the global system inversion recuired in the Navier—Stokes equations is motivated
by the Poisson equation and is covered in Chapter 4.
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1.2 Numerical discretisations
1.2.1 The finite element method

There are more than one hundred thousand references on the finite element
method today, including textbooks, monographs, conference proceedings, and
journals. The majority of these references are devoted to structural mechanics,
but finite element methods have also proved very successful in fluid dynamics,
although the initial developments did not target this field. The reason for this
may be the difficulties with the nonlinear terms in the Navier—Stokes equations
and the original difficulties with the application of finite element methods to
non-symuietric operators.

The idea of building up a solution to a differential equation from a sequence
of local approximations is an old one. While Courant [112] used a network of
triangles to represent with piecewise linear interpolation an approximate solution
to the Dirichlet problem, it was Argyris [14] who introduced the variational
method of approximation. Patching the triangles or other subdomains (elements)
together is an automatic procedure today known as ‘global assembly’, or ‘direct
stiffness assembly’, and was introduced in analysing the structural behaviour of
various components of an aircraft. The 1960s were the formative years of finite
element methods, focusing primarily on linear plane elasticity problems. Most of
the earlier finite element methods used a low-order polynomial approximation
as expansion basis, with the exception of the work of Oden [341] who used
Fourier series in an assembly of rectangular subdomains. This was perhaps the
first attempt to develop spectral elements which provide high-order piecewise
approximations. A comprehensive review of the significant developments in finite
element methodology and its mathematical theory is given in [342]. There are
also many textbooks that develop the fundamental ideas of the finite element
discretisation, including the two volumes by Zienkiewicz and Taylor [511], the
six-volume series by Carey and Oden [88], the standard textbook by Hughes
[247], and the more theoretical book of Brenner and Scott [73].

Finite elements were introduced in fluid mechanics in the late 1970s and were
used routinely in large-scale codes in flow simulations in the 1980s. A major
contribution to these developments came from the theoretical work of Babuska
[22] and Brezzi [76] on the so-called inf-sup condition that is very useful in
studying constrained elliptic problems. The discretisation of the Stokes problem
requires the satisfaction of such a condition to produce a stable finite element
discretisation. The monograph by Girault and Raviart [191] presents an in-depth
analysis of the Stokes problem on these issues.

Finite elements have been used very successfully in inviscid aerodynamic sim-
ulations [379] where the geometric complexity involved makes finite difference
methods less efficient. The algorithms developed in computational aerodynamics
allow for very efficient discretisation techniques and unstructured mesh gener-
ation strategies based on fast triangulation and tetrahedralisation algorithms.
Since the accomplishment of the accurate solution of the Euler equations on un-
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structured meshes, however, interest has now shifted to the simulation of time-
dependent Navier—Stokes equations requiring accurate resolution of boundary
layers and minimum dispersion errors over a long-time integration interval.

1.2.2  Spectral discretisation

The formulation of modern spectral methods was first presented in the mono-
graph of Gottlieb and Orszag [199]. Multi-dimensional discretisations were for-
mulated as tensor products of one-dimensional constructs in separable domains,
that is, orthogonal simply-connected domains. The textbook of Canuto et ol
[86] focuses on fluid dynamics algorithms and includes both practical, as well as
theoretical, aspects of global spectral methods.

Global spectral methods use a single representation of a function wu(x)
throughout the domain via a truncated series expansion, for instance,

N
UJ(-T) ~ UJN<17) = Z Un@Pn P
n=0

where ¢, (x) are the basis functions. This series is then substituted into a differ-
ential {(or integral) equation and upon the minimisation of the residual function
the unknown coefficients 4,, are computed. The basis functions may be the often-
used Chebyshev polynomials T,,{x), the Legendre polynomials L, {z), or another
member of the family of the Jacobi polynomials P2+? (see Appendix A).

Spectral methods can be broadly classified into two categories: the pseudo-
spectral or collocation methods and the modal or Galerkin methods. The first
category is associated with a grid, that is, a set of nodes, and that is why it is
sometimes referred to as nodal methods. The unknown coefficients 4 are then
obtained by requiring the residual function to be zero exactly at a set of nodes.
The second category is associated with the method of weighted residuals where
the residual function is weighted with a set of test functions and after integration
is set to zero. The test functions are the same as the basis functions, but in the so-
called Petro—Galerkin formulation they may be different. Spectral-tau methods
are similar to Galerkin methods, but the boundary conditions are satisfied by a
supplementary set of equations and not directly via the basis functions. Another
difference is that in the collocation approach the coefficients represent the nodal
value of the physical variable, unlike the Galerkin or the spectral-tau method.

The convergence of both Galerkin and pseudo-spectral method is exponential,
similar to the Fourier spectral method. This property follows directly from the
theory of singular Sturm—Liouville boundary value problems—the basis functions
are such solutions. Unlike finite element and finite difference methods, the order
of the convergence is not fixed and it is related to the maximum regularity of
the solution. Exponential or spectral convergence for a very smooth solution, in
practice, implies that as the number of collocation points or the number of modes
is doubled, the error in the numerical solutions decreases by at least two orders of
magnitude and not a fixed factor as in low-order methods. This fast convergence
is easily lost if the solution has finite regularity or if the domain is irregular.
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1.2.3  Why high-order accuracy in CFD?

High-order numerical methods, that is, spectral and implicit finite difference
schemes, have been used almost exclusively in the direct numerical simulation of
turbulent flows in the last two decades [263]. They provide fast convergence, small
diffusion and dispersion errors, easier implementation of the inf-sup condition
for the incompressible Navier—Stokes equations, better data volume-over-surface
ratio for efficient parallel processing, and better input/output handling due to
the smaller volume of data.

For many engineering applications where accuracy of the order of 10% is
acceptable, quadratic convergence is usually sufficient for stationary problems.
However, this may not be true in time-dependent flow simulations where long-
time integration is required. Therefore, we must ask how long-time integration
relates to the formal order of accuracy of a numerical scheme, and what is the
corresponding computational cost? Consider the convection of a waveform at a
constant speed. Let us now assume that there are N*J grid points required per
wavelength to reduce the error to a level £, where £ denotes the formal order of the
scheme. In addition, let us assume that we integrate for M time periods. We can
neglect temporal errors O(At)” (where J is the order of the time integration) by
assuming a sufficiently small time-step At. We wish to estimate the phase error
in this simulation for second- N@, fourth- N, and sixth- N order finite
difference schemes.

The following results can be obtained by following the analysis of Kreiss and
Oliger [287]. Assuming an ‘engineering accuracy’ of £ = 10%, we obtain

N@® oc20MY2, NWoac 7MY, N o500,

We therefore see that the required resolution depends on the number of time
periods M, and the lower the order of the scheme the stronger that dependence.
To compare the corresponding computational cost W), we have to consider that
higher-order schemes have wider stencils and thus a higher operation count. For
this particular example, we find that the work required to achieve 10% accuracy
is

W 2002, WW o 14MV, WO 15MY9,

where the superscripts on W refer to the order of the scheme. In Fig. 1.2 we
compare the efficiency of these three different discretisations for the same phase
error by plotting the computational work required to maintain an ‘engineering’
accuracy of e = 10% versus the number of time periods for the integration.
This comparison favours the fourth-order scheme for short times (M o O(1))
over both the second-order and the sixth-order schemes. However, for long-time
integration (M o O(100)), even for this engineering accuracy of 10%, the sixth-
order scheme is superior as the corresponding operation count W is about 6
times lower than the operation count of the second-order scheme W2, and half
the work of the fourth-order scheme W&,
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Fia. 1.2. Computational work (number of floating-point operations) required to in-
tegrate a linear advection equation for M periods while maintaining a cumulative
phase error of e = 10%.

In a full Navier-Stokes simulation other considerations may be in place, in-
cluding the time discretisation, which may change the ‘break-even’ point regard-
ing the order of the scheme with the highest efficiency. The trend that we have
established between resolution requirements and formal accuracy order is still
valid for engineering accuracy despite, perhaps, our perception of the opposite!
For an accuracy of 1% in the solution of this convection problem, the sixth-order
scheme is superior even for short-time integration. For example, for one time
period (for example, M = 1) the sixth-order scheme costs about 37% of the
second-order scheme and 90% of the fourth-order scheme. In the limit of high
accuracy and long-time integration, similar analysis suggests that spectral-based
algorithms are computationally more efficient.

The reason why high accuracy is required in fluid dynamics simulations, even
in stationary flow, can be demonstrated by considering the zero Reynolds num-
ber (Stokes) flow in a wedge with a driven lid (see Fig. 1.3). Using a similarity
solution Moffatt [334] derived an asymptotic result for the strength and loca-
tion of an ‘infinite’ number of eddies generated inside the wedge. The relations
are dependent on the wedge angle: for example, for a wedge angle (28.1°) it is
predicted that the strength of each eddy should asymptotically (that is, away
from the forced top section) be about 406 times weaker than the previous eddy.
This means that in order to resolve more than eight eddies, scales twenty orders
of magnitude apart have to be captured. Moffatt’s measure of the ‘intensity’ of
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(@) (b)
V=(1-z)(1+x)

Fia. 1.3. (a) A wedge with an aspect ratio of 2 : 1 was discretised using thirty elements
and an expansion order of P = 17. Stokes flow was then computed in this domain
driven by a prescribed lid velocity. At steady state, nine eddies were observed,
as indicated by the streamline plot in (b) (there are three eddies in the last two
elements).

successive eddies was the ratio of the local maximum transverse velocity along
the centre-line. Therefore, if we take a profile along the centre-line and plot the
transverse (2 direction) velocity as a function of perpendicular distance from
the top of wedge, then we obtain the distributions shown in Fig. 1.4 for the four
resolutions using high-order expansions.

At the centre of an eddy we expect the transverse velocity to be zero, which
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F1a. 1.4. The centre-line transverse velocity as a function of perpendicular height from
the top of the wedge shown in Fig. 1.3. (Expansion order P = M —1.)
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is indicated by the spikes in Fig. 1.4. After each spike we note that there are local
maxima which we use to determine the ratio of maximum velocities in order to
evaluate Moffatt’s eddy ‘intensity’. We note from Fig. 1.4 that at all resolutions
the first four eddies have been resolved to the accuracy of the plot. Refining the
mesh at the lower corner (p-refinement, see next section) we are able to resolve
up to nine eddies with only modest total resolution. We will revisit this example
in Chapter 8.

1.2.4  Structured versus unstructured discretisation

The refinement procedure required in the wedge flow becomes more efficient if
unstructured discretisation is employed. Features such as selective local refine-
ment and efficient mesh adaptation are critically dependent on the flexibility of a
discretisation in decomposing a computational domain into triangles and tetra-
hedra or other polymorphic elements in three dimensions or into non-conforming
quadrilateral and hexahedral elements. This class of discretisations is what we
characterise as unstructured. While structured discretisations have been the pre-
vailing choice so far for static or quasi-static problems, it is inevitable that with
the emphasis shifting towards time-dependent problems unstructured discretisa-
tion on non-fixed grids will be used almost exclusively in the future.

The theory required for non-conforming discretisations is presented in Chap-
ter 7. Here we give an example for a two-dimensional unsteady flow past a half-
cylinder (see Fig. 1.1) using a non-conforming and a conforming mesh in the near
wake. The conforming mesh uses 276 elements, while the non-conforming mesh
uses 176 elements. In Fig. 1.5 we plot vorticity contours for the two discretisa-
tions. The vorticity is obtained from V x v, and thus the ‘noisy’ solution on the
conforming mesh can be interpreted as a measure of the under-resolution that
arises because of small-scale features unresolved by the mesh. The singular cor-
ner presents an additional difficulty in modelling this flow. The non-conforming
discretisation of the domain isolates these features within a few elements close
to the cylinder surface and resolves the fine scales present in the forming vortex.
At the same time, it removes unnecessary elements away from the body where
the solution is smooth, and maintains far-field boundaries at the same distance.

The second example is a triangulation of a complicated domain as shown in
Fig. 1.6. This domain uses a variety of triangular elements of different aspect
ratios and orientations in an almost random triangulation. Within this domain,
we have solved an elliptic Helmholtz problem (see Chapter 3) of the form

V2u(ry, 22) —u(zy, 2) = flag,22).
The exact solution considered was

w(ay,22) = sin [ (V(z1 — 13)2 + (22 — 8)2)} .

Also shown in Fig. 1.6 is the H* error plotted with respect to the polynomial
order of the expansion. Exponential convergence is observed, as indicated by the
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(a)

-1

Fia. 1.5. Vortex shedding simulation using (a) non-conforming and (b) conforming
discretisation. Shown are instantaneous vorticity contours in the near-wake.

4 6 8
Polynomial order
Fia. 1.6. Convergence to  the  Helmholtz  problem  with  solution
w(zy,22) = sin(m(R(x1,22) — Ro)). Exponential convergence is obtained in-

dependently of the complexity of the discretisation. The exact solution is
prescribed at all domain boundaries.
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asymptotic linear behaviour of the curves on this linear—log plot. We note that
the solution domain does not include the region immediately around x; = 13,
22 = 8, since within this region it is not possible to bound all the derivatives of
u{@, 22).

1.2.5 What is hp convergence?

The mathematical theory of finite elements in the 1970s has established rigor-
ously the convergence of the h-version of the finite element. The error in the
numerical solution decays algebraically by refining the mesh, that is, introduc-
ing more elements while keeping the (low) order of the interpolating polynomial
fixed. An alternative approach is to keep the number of subdomains fixed and
increase the order of the interpolating polynomials in order to reduce the er-
ror in the numerical solution. This is called p-type refinement and is typical of
polynomial spectral methods [199]. For infinitely smooth solutions p-refinement
usually leads to an exponential decay of the numerical error. Recognising the
advantages of both types of convergence in mechanics problems, B. A. Szabd
proposed and implemented a new method that he coined the hp version of the
finite element. In this combined approach we simultaneously increase the num-
ber of subdomains (elements) and increase the interpolation order within the
element either uniformly throughout the domain or selectively depending on the
resolution requirements.

To give an example of an Ap refinement we revisit the problems shown in
Fig. 1.6. In the h-refinement strategy we refine the mesh as shown in Fig. 1.7(a)-
(d), whereas in the p-refinement strategy we can fix the mesh and increase the

(@) | b G
) TNV VAVAVIE 5 p-convergence on mesh (a)|

p-convergence on mesh (b)

h-convergence

(©) (@) g

108 10

Naor

Fia. 1.7. Convergence history using h- and p-type refinement for the elliptic problem
described in Fig. 1.6.
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order of the polynomial expansion. The error in the ' norm as a function of the
total degrees of freedom is shown in Fig. 1.7(e) for both the h-refinement with
a fixed polynomial order of > = 2 and a p-refinement based on meshes (a) and
(b). The h-refinement initially resolves the solution faster than the p-refinement
on mesh (a); however, as the asymptotic exponential convergence is achieved the
p-refinement takes over the h-refinement process. If we just consider the meshes
shown in Fig. 1.7(a)—(d), the optimum convergence path as a function of degrees
of freedom involves using both mesh (b) and mesh (a), thereby using both A-
and p-refinement. In general, we would like to know the error as a function
of computational cost, which is much harder to measure. However, for smooth
solutions the concept of hp refinement still provides the optimal convergence
strategy.
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2

FUNDAMENTAL CONCEPTS IN ONE DIMENSION

In this chapter we illustrate the fundamental concepts behind the design and
implementation of the spectral/hp element method for one-dimensional linear
elliptic problems. The basic mechanics of this formulation will help to illustrate
useful technicues for a variety of different types of mathematical problems, such
as hyperbolic and parabolic equations, as well as different types of formulations
such as the discontinuous Galerkin formulation discussed in Section 6.2.2. It will
also provide the basis for understanding the multi-dimensional formulation which
is discussed in Chapters 3 and 4.

The chapter starts by discussing the general framework of different formu-
lations in the context of the method of weighted residuals in Section 2.1. This
is followed by a more detailed description of the Galerkin method in Section
2.2. The efficiency of the spectral/hp element technique can be attributed to the
elemental decomposition and implementation at this level. These ideas are intro-
duced in Section 2.3 where we discuss the A-type elemental decomposition from
a global expansion and then the p-type polynomial expansion within each ele-
mental region. In Section 2.4 we then detail the principal elemental operations of
numerical integration and differentiation. Finally, in Section 2.5 we outline some
of the theory and results relating to error estimation of the technique, and in
Section 2.6 we provide sonie exercises focused towards writing a one-dimensional
spectral /hp element solver with examples.

For the reader primarily interested in the implementation of the technique
we have introduced margin identifiers to indicate key formulation & and im-
plementation 4 details. The implementation details start with the descriptive
formulation of the Galerkin problem in Section 2.2.1. This section also discusses
the Galerkin implementation of Neumann boundary conditions through the weak
form of the problem in Section 2.2.1.2 and the enforcement of Dirichlet bound-
ary conditions through homogenisation of the solution in Section 2.2.1.3. Readers
familiar with the finite element technique may already be aware of these tech-
niques, although these sections also provide the authors’ perspective on these
issues. The next implementation-related topic is found in Section 2.3.1, which
discusses the elemental (A-type) decomposition of the spectral/hp element ap-
proach. Section 2.3.1.4 also discusses how to transform from the elemental de-
composition to the global problem, and Sections 2.3.3.3 and 2.3.4.2 present the
most commonly used p-type polynomial expansion bases in one dimension. To

1 Layout of chapter from an implementation point of view.
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complete the implementation of the method requires knowledge of numerical
integration and differentiation, which are discussed in Sections 2.4.1 and 2.4.2.
Finally, in Section 2.6 we provide a structured series of exercises directed towards
the implementation of the one-dimensional solver.

For a more detailed description, Section 2.2.3 discusses the Galerkin for-
mulation in a more mathematical framework and Section 2.2.4 highlights the
classical properties associated with the Galerkin formulation. After introducing
the elemental decomposition in Section 2.3.1, we provide a more general discus-
sion on the design and construction of p-type polynomial expansions in Section
2.3.2.1. To complement the discussion on numerical quadrature in Section 2.4.1
we also expand on this topic in Section 2.4.1.2 by discussing the effect of under-
integration of nonlinear products of the polynomial solution, which is important
when considering the nonlinear advection terms of the Navier—Stokes equations.
Finally, in Section 2.5 we outline the basic formulation and error estimation
results associated with one-dimensional spectral/hp element methods.

Although our principal focus will be on developing the Galerkin formulation
for the spectral/hp element approach using higher-order polynomial expansions,
the governing theory is taken from the traditional finite element technique which
has been well documented in many texts, see, for example, [73,247,443, 511].

Historical setting of the finite element method

Structural engineers were responsible for the original implementation of the fi-
nite element method. It took approximately a decade before the method was
recognised as a form of the Rayleigh—Ritz problem. The relation between these
two techniques comes from considering the variational form of the problem [113].
For example, the quadratic functional

Flu)= /0 [p(2) (' ())* + q(a)(u())? — 2f(z)u(z)] dz (2.0.1)

has a minimum with respect to a variation in u{x) given by the Euler equation

_% (p(x) dz(g(:r)) + q(z)u(z) = f(z). (2.0.2)

Therefore, instead of solving for the differential equation (2.0.2) to determine
u{x), an alternative but equivalent solution is to find the value of u(z) which
minimises the functional of eqn (2.0.1).

The Ray lelgh—thz idea approximates the solution by a finite number of func-
tions u(x) = Z q:%;(x) to determine the unknown weights ¢;, which minimise
the functional of eqn (2.0.1). In the finite element method the solution is also
approximated by a finite number of functions, which are typically local in nature
as opposed to the global functions used in the Rayleigh—Ritz approach. How-
ever, the starting-point for a finite element method is the differential equation
(2.0.2), which is formulated into an integral form (also known as the Galerkin
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formulation) so that the problem can be reduced to an algebraic system which
can be solved numerically. The connection between the two methods was made
when it was realised that the integral form of the finite element method was
exactly the same as the functional form used in the Rayleigh—Ritz method for
a linear problem. In structural mechanics it is also possible to form a functional
directly from a statement of equilibrium without ever having to determine the
Euler equation.

This relation between the finite element method and the Rayleigh—Ritz tech-
nique was very significant since it made the finite element technique mathemat-
ically respectable. It also ultimately proved to be somewhat misleading as it
implied that a functional form was needed to formulate the problem. This is, in
fact, not the case, as a more general formulation is possible using the method of
weighted residuals which leads to the standard Galerkin formulation.

2.1 Method of weighted residuals

In approximating an exact solution numerically we are typically replacing an
infinite expansion with a finite representation. Such approximation necessarily
means that the differential equation cannot be satisfied everywhere in our region
of interest and so we are only able to satisfy a finite number of conditions. It
is the choice of the conditions which are to be satisfied that defines the type
of numerical method or projection operator of the scheme. For example, the
collocation method refers to a method where the differential equation is satisfied
at a few distinct positions rather than at every point in the solution region.

The method of weighted residuals illustrates how the choice of different weight
{or test) functions in an integral or weak form of the equation can be used to
construct many of the common numerical methods.

To describe the method of weighted residuals we consider a linear differential
equation in a domain 2 denoted by

L{u) =0, (2.1.1)

subject to appropriate initial and boundary conditions. It is assumed that the
solution u(x, ) can be accurately represented by the approximate solution of the

form
Naof

W@, t) = uolw,t) + Z MOLAEIR (2.1.2)

where ®;(x) are analytic functions called the trial (or ezpansion) functions, 4;(t)
are the Ngor unknown coefficients, and ug(x, 1) is selected to satisfy the initial and
boundary conditions. We note that, by definition, ®;(x) satisfies homogeneous
boundary conditions (i.e., zero on Dirichlet boundaries) since the known function
uplx,t) already satisfies the boundary conditions of the problem. Substitution of
the approximation (2.1.2) into eqn (2.1.1) produces a nonzero residual, R, such
that
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L(u®) = R(ud). (2.1.3)
The approximation has the form given by eqn (2.1.2) but we have no unique
way of determining the coefficients 4;(t). To do so, we can place a restriction
on the residual R which in turn will reduce eqn (2.1.3) to a system of ordinary
differential ecuations in 4,(t). If the original eqn (2.1.1) is independent of time
then the coefficients 4i; can be determined directly from the solution of a system
of algebraic equations.
To define the type of restriction to be placed on the residual R we must first
introduce the Legendre inner product (f, ¢) over the domain Q defined as

(f,g)=/¥ f@)g(w) da 2.14)

The restriction placed on R is that the inner product of the residual with respect
t0 a weight (or test) function is equal to zero, that is,

<’Uj<$)7R) =0, j= 1,...,]\“110“

where the function v;(x) is the test or weight function. The weighted residual is
then said to be zero and it is from this expression that the technique takes its
name.

Upon convergence as Ngor — 00, the residual R(x) tends to zero since the
approximate solution u®(z,?) approaches the exact solution u(x,t). However,
the nature of the scheme is determined by the choice of the expansion function
®;(x) and the test function v;. A list of the most commonly used test functions
and the computational method they produce is shown in Table 2.1 and will be
briefly outlined in the following sections.

Collocation method

In the collocation method the test function is the Dirac delta function such that
vi(x) = 6(w — z;), where x; denotes a set of given collocation points. At a
collocation point the residual is set to zero (R(x;) = 0) and, accordingly, the
differential equation is exactly satisfied at this point.

TABLE 2.1. Test functions v;(x) used in the method of weighted residuals and the
method produced.

Test /weight function Type of method

vi(w) =d(x —x;) Collocation
i (®) = 1, inside £,  Finite volume
00, outside §F (subdomain)
IR
Ui ) = Least-squares
J( ) auJ
vi(z) = P; Galerkin

vj(w) = T; (# Py) Petrov—CGalerkin
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Finite volume/subdomain methods

The finite volume or subdomain method is described by splitting the solution
domain €2 into Ngor non-overlapping subdomains £ and using a test function
of the form
1, inside €/,
vy = ) :
/ 0, outside (¥,

where the union of (¥ is equal to Q (i.e., [J;=, ©; = Q). This method has been
very popular in computational aerodynamics. It can be considered as a technicue
to recover a conservasion statement from a partial differential equation.

Least-squares method

The least-squares method originates from the idea of least-squares estimation
developed by Gauss. In this method the residual is set to v; = OR/0u;. This
choice determines the coefficients 4, which minimises (R, R). This formulation
using a spectral/hp element discretisation has recently increased in popularity
and is discussed further in Section 8.5.

Galerkin method

Finally, we consider the Galerkin method (also known as the Bubnov—Galerkin
method). In this method the test functions are chosen to be the same as the
trial or expansion functions such that v; = ®;. A broader class of the Galerkin
method known as the PPetrov—Galerkin method, or sometimes the generalised
Galerkin method, uses test functions that may be similar, but not identical, to
the trial functions (v; # ;). The choice of Petrov—Galerkin test functions is
typically based upon a perturbation of the trial functions, where the additional
contribution is chosen to improve the numerical stability of the scheme or to
impose an upwind condition [222,248]. For further details on the background of
the methods of weighted residuals, please see Finlayson [160] and Fletcher [163].

This book is primarily concerned with Galerkin methods and for the major-
ity of cases we shall be considering the standard Bubnov-Galerkin method. In
Chapters 6 and 10 we will also discuss the discontinuous Galerkin methods in
the context of solving hyperbolic conservation laws, and, in Chapter 7, in the
context of second-order elliptic equations.

The method of weighted residuals illustrates how to construct different types
of numerical techniques and defines the projection operator being employed in
each method. It does not define the type of expansion function or approximation
space, although the use of the terminology spectral or finite element does pro-
vide further insight. It is generally understood that spectral methods use a set of
global expansion functions, that is, the expansion functions ®;(x) has a nonzero
definition throughout the solution domain (i.e., like a sine or cosine function).
The finite element or, alternatively, the finite volume technicque uses a set of
expansion functions ®,(x) which are only defined in a local “finite’ region. In the
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finite element expansion these regions are typically made up of non-overlapping
tessellations of the total solution domain. Theoretically, both the spectral and
finite-element-type expansions may be used with any of the numerical method-
ologies described above. The projection operators can also be mixed. This is
commonly the case when considering nonlinear problems in spectral methods
where the collocation projection is used to evaluate nonlinear products in the
so-called pseudo-spectral method [199].

2.2 Galerkin formulation

Finite element methods typically use the Galerkin formulation introduced in the
previous section. In this section, we describe how to formulate the Galerkin prob-
lem. We start in Section 2.2.1 by considering an informal formulation in order to
solve the one-dimensional Poisson equation to introduce the basic concepts. The
formulation is then illustrated by a worked example using linear finite elements
in Section 2.2.2. A mathematical description of the formulation is presented in
Section 2.2.3 and some important mathematical properties of the Galerkin for-
mulation are discussed in Section 2.2.4.

2.2.1 Descriptive formulation

Our example problem is the Poisson equation
L{u) = VZu+ f=0. (2.2.1)

This equation arises in many areas of physics such as irrotational fluid flow and
steady-state heat conduction, as well as in problems involving electrical and
gravitational potentials. In one dimension, eqn (2.2.1) becomes

u

L) = 55 +/=0. (2.2.2)

2.2.1.1  Strong form and definition of boundary conditions

For this problem to be well posed and thus have a unique solution we need to
specify boundary conditions. If we consider the solution in a domain & = {2 | 0 <
2 < 1}, then we might consider the following boundary conditions:

0
W) =g0, o (1)=gx,

where gp and gy are given constants.

The boundary condition u(0) = ¢p specifies a condition on the solution
and is referred to as a Dirichlet or essentiol boundary condition. The boundary
condition Ju(l)/dx = gur, however, specifies a condition on the derivative of the
solution and is referred to as a Neumann or natural boundary condition.

1 Galerkin problem statement and implementation of boundary conditions.

&
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As we shall see, in the Galerkin formulation Dirichlet boundary conditions
have to be specified explicitly whereas Neumann conditions are dealt with im-
plicitly as part of the formulation. If the boundary conditions stated above are
applied to eqn (2.2.2) it becomes a two-point boundary value problem and is
said to be in the strong or classical form.

2.2.1.2  Weak form and implementation of Neumann boundary conditions

To construct a weak approximation to eqn (2.2.2), we multiply this equation
by a weight of test function v(x), which by definition is zero on oll Dirichlet
boundaries OS)p, and integrate over the domain © to obtain the inner product
of L{u) with respect to v:

(’U,L(u)):/(; (‘9 f> dr =0 (2.2.3)

We note that eqn (2.2.3) is equivalent to setting the weighted residual to zero.
If »° is an approximation to u (recalling that L{u®) = R(u®)) then eqn (2.2.3) is
equivalent to the condition (v, R) = 0.

The next important step in the classical Galerkin spectral/hp element for-
mulation is to integrate eqn (2.2.3) by parts to obtain

L ow ou L ou]t
| araor dz = /0 vfde+ [U%L . (2.2.4)

In higher dimensions we would have used Gauss’ divergence theorem to achieve
an analogous result. As the test functions are defined to be zero on Dirichlet
boundaries we know that ¢v(0) = 0. Therefore, we can enforce the Neumann
boundary condition Ju(l)/0x = gn by substitution into the last term of eqn
(2.2.4), which simplifies to

L o du

.1
Jo ar02 4" /0 vfdz+ ooy (2.2.5)

In this last step we see how the Neumann boundary conditions are naturally
included in the formulation through the action of the integration of parts. Note
that for zero Neumann condition the last term vanishes:; then, to impose the
zero Neumann condition we do nothing! This operation not only reduces the
order of the maximum derivative of the discrete problem but, as we shall see
in Section 2.2.2, it also makes the resulting discrete matrix equation symmetric.
The integral form of the problem given by eqns (2.2.4) and (2.2.5) is referred to
as the wecek form of the problem.

The Galerkin approximation of problem (2.2.2) is the solution to the weak
form of the eqn (2.2.5) when the exact solution w(z) is approximated by a finite

2 Treatment of second-order differential operators and how to impose Neumann boundary

conditions.
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expansion denoted by u?(2). The function v(z) in eqn (2.2.5) is also replaced by
a finite expansion, denoted by v°(2), and so eqn (2.2.5) becomes

1 5,8 5,6 -1
%% dz = / v fda -+ (Lgw - (2.2.6)
J0 > UL 40

We recall that the set of functions used in the finite expansion of the solution w®
are referred to as the trial functions, whereas the functions contained within v°
are referred to as the test functions.

2.2.1.3  Enforcing Dirichlet boundary conditions: lifting a known solution

By definition, all Dirichlet boundary conditions are known. We can extend (or
lift) these known functions on the boundary into the interior of the solution
domain by any convenient function, which is contained within the solution space.
The word °lift’ originates from the French ‘relevement’, as introduced by
Lions [306]. The action of lifting a known solution is equivalent to decomposing
the approximate solution u° into a known lifted function, «?, which satisfies
the Dirichlet boundary conditions, and an unknown homogeneous function, 1,

which is zero on the Dirichlet boundaries, i.e.,

u’ = b, (2.2.7)

where

UH<6QD) = 0, UD<aQ'D) =gp-

By substituting eqn (2.2.7) into our weak formulation of the problem given by
eqn (2.2.6), we obtain

Lot [ou?  ou™ s s
/o or |6z oz dx_/o v fda+ v (L),

which can be rearranged to obtain

L owd out

o° 1 o? a_u’D
Jo or Ox

o %am dx . <2.2.8)

-1

de = / v fdr + 0% (Dgy —
Jo

Since uP is a known function which satisfies the boundary conditions, all terms

on the right-hand side of eqn (2.2.8) are known and this equation has been

lifted in the sense that the unknown function u satisfies homogeneous (i.e., zero)

Dirichlet boundary conditions.

As will be illustrated in Section 2.2.2, eqn (2.2.8) can be solved as a finite
linear algebraic system as all the terms on the right-hand side are known, and
the homogeneous solution u** and the test function v° contain a finite number
of functions. The Galerkin formulation has, therefore, reduced the differential

3 Lifting a known solution to impose Dirichlet boundary conditions.

&;
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problem (2.2.2) t0 an algebraic matrix problem, which we can solve on a com-
puter.

The process of lifting a known solution is an important part of the Galerkin
spectral /hp formulation since we require that the same set of basis functions that
are used to represent the test functions, v°, are also used in the representation
of the solution u°, From Section 2.2.1.2 we recall that the expansion functions
used for the test functions v? are defined to be zero on all Dirichlet boundaries
and after the lifting step we can define the homogeneous solution vector 4t with
the same expansion basis since this function also has zero boundary conditions
on Dirichlet boundaries. This, therefore, permits us to use the same expansion
space for u' as we use for v°.

Although this decomposition may appear unnecessarily complicated, this step
plays an important role in the Galerkin formulation. Without lifting a known
solution out of our problem we will have more degrees of freedom in the test
space than we have in the trial space. In implementation terms, this means that
the algebraic system which results from evaluating the weak problem (2.2.8) will
not be square.

An alternative approach to enforcing Dirichlet boundary conditions, com-
monly used in finite element methods, is to assemble a matrix system including
all degrees of freedom in our approximation for both the test and trial functions.
Dirichlet boundary conditions can then be enforced by zeroing rows which cor-
respond to the known degrees of freedom, placing a unit term on the diagonal,
and setting the right-hand side to the known value. The resulting matrix system
will not be symmetric even if the original problem was symmetric. The matrix
svstem which arises from the lifting approach is a submatrix of the full problem.
The second right-hand-side term in eqn (2.2.8) can also be understood as another
submatrix of the full problem multiplied by the known boundary conditions. In
the lifted solution approach, the resulting matrix problem remains symmetric
if the original problem was symmetric. The drawback of the lifting approach is
that it requires a numbering system to reorder the matrix which is not required
in the row-zeroing approach. We note, however, that the lifting approach also
permits any known function satisfving the Dirichlet boundary conditions to be
applied, which can be convenient when treating iterative solutions. Further, us-
ing the lifting approach, there is no need to assemble unnecessary components
of the matrix problem, which can be quite costly in multiple dimensions. There
is, however, a more complicated right-hand side to evaluate in eqn (2.2.8).

Finally, we note that to construct a matrix problem necessarily implies a
linear problem. Quite often when treating nonlinear problems the nonlinear terms
are treated explicitly in time or are linearised so that only linear terms are
handled implicitly in time. As a result the above technicue can still be applied.
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2.2.14  Mized or Robin boundary conditions

Another type of boundary condition is a mized or Robin boundary condition. This &y
commonly arises in convective heat transfer problems and is a linear combination
of a Dirichlet and Neumann condition of the form

du(l)
“« ox

where «, 4, and gr are known. To impose this condition we can substitute

+ 8u(l) = gr (with « #£0),

M = g~ pu1)

into eqn (2.2.6) and thus obtain

1 ot gud srn e s v (Dgr
Jo a—a—d +—’U <1)U <1) /0 v fdl'+T.

We have placed the term Av?(1)u’(1)/a on the left-hand side as the value of
u%(1) has to be implicitly solved as part of the algebraic system. The practical
difference between the implementation of the Robin and Neumann conditions is
simply the modification of the matrix arising from the term (3/a)v (1ud(1).

2.2.2  Two-domain linear finite element example

Having defined the weak form of the problem and explained how to impose
boundary conditions in Sections 2.2.1.2 to 2.2.1.4 we continue our overview of 4»
the Galerkin formulation with a worked example of a two-subdomain linear fi-
nite element solution. To illustrate the mechanics of the formulation we will use
a globally-defined expansion basis. It should be noted, however, that in a practi-
cal implementation of a problem involving many elemental domains the normal
practice is to use an elemental construction description of the basis, as discussed
in Section 2.3.

Once again, we consider the one-dimensional Poisson equation in the interval
O<er<l: ,

L(u) = gjé’ L f=0,

where f(2) is a known function and the boundary conditions are

17,
WO =gp=1, F-(U)=gv=1.

Following the formulation introduced in Sections 2.2.1.2 and 2.2.1.3, we con-
struct our weak Galerkin approximation in two steps.

Imposing mixed or Robin boundary conditions.

2 Worked example of the Galerkin solution to an elliptic problem.
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1. We start by considering the weak form by multiplying the problem by a dis-
crete test space v° and integrating the second-order derivative by parts, which
allows us to impose the Neumann boundary condition to arrive at

L o ud

1
ovou” L 8§ dy 4 0d
|, oz or dx /0 v fda+v° (g,

é

where u° is our discrete solution.

2. We now lift a known solution from the problem by decomposing 4’ into a
known solution satisfying the Dirichlet boundary conditions u” and a ho-

mogeneous solution u?* such that u® = uP + ™, and so our weak solution
becomes
1 500 g -1 1 a8 a, D
v Ou 0 Ou
—— dx= v fde+0°(Dgy — —— dz. 229
o or o A f (Dga o or o (229)

In our problem the solution is to be approximated by piecewise linear func-
tions over two subdomains Q' and 92, as shown in Fig. 2.1. This type of approx-
imation is known as an h-type approximation, where the h paranmeter represents
the characteristic size of a subdomain (in one dimension, its length), Conver-
gence to the exact solution is achieved by subdividing the solution domain 2
into smaller and smaller subdomains, so that h — 0. We note, however, that

@2 (J}l

N By ()

Domain 02 i
0! 02
1] 0.5 1

F1G. 2.1. Linear finite element approximation u°(z) = 3.2, 4:;®;(x), in a domain ©,
using two elemental subdomains, Q! and Q2.
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the elemental decomposition is still a vital component in the spectral/hp ele-
ment decomposition. The main difference is that we use higher than linear order
polynomials in each element. This is known as the p-type approximation.

For our linear two-subdomain case the approximate expansion has the form

2
U6 = Z fl,L(I)L<.T) )
i=0

where ®;(z) is defined as

1—-2z, 0<z<? 2z 0zt
Qo(x) = 0 " l<r<27 Py (2) = o 1 e
, ; <<, 2(1-2), ;<z<1,

0 0t

Bolr) =4 CSTS

2r—1, 5<2<1.

The only way to satisfy the Dirichlet boundary condition at 2z = 0 is to set
Gip = gp because ¢1(x) and ¢2(x) are zero at 2 — 0. Therefore, one choice for a
lifted solution is to use the decomposition v’ = v 4+ 4P, such that

ult = fbl(bl(l) -+ ﬁg‘bg(l‘) s
uP = g'D(I)O(x) ’

where 41 and 4> are still to be determined. Note that we could also have chosen
uP to be a known function of ®,(x) and ®,(2) if, for example, we had the
solution to a previous problem. The expansion set used to define u’* contains
the same functions used as homogeneous test functions. We can therefore define
the test functions as

V() = 0,81 (2) + Dy Pa(2),

where ¢, and # are also unknown. As we shall see, these will never need to be de-
termined. Finally, we need a representation of the function f(z). This function is
known explicitly and therefore it is theoretically possible to evaluate exactly any
operations involving f(x) with other known functions such as ®;(z). However, in
practice, in order to treat an arbitrary function within an efficient computational
implementation, the function is usually represented using the same expansion as
applied to u?, i.e.,

fz) = Zﬁqh(f) = foRo(a) + f1®1(x) + fo®a(a) .

=0

Clearly, if f(x) is a constant or a linear function then it will be exactly represented
by this expression. For more complex functions the coefficients fy, f1, and f> need
to be determined and can be chosen to satisfy an interpolation approximation

where fo = f(0), fi = f(0.5), and fo = f(1).
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Evaluating the terms in eqn (2.2.9), we find

1 98 g™ 12 1
Ot Ou™ g = / (261)(200) dar + / (=20, + 205)(=201y + 20in) dr
Jo Oz Oz Jo Jiy2

= [0, 2] [_;L ‘5] [Zj , (2.2.10a)
1 1/2
/ v fde = / (0,22) [fo(l —2z) + fl(2x)} dz
Jo Jo

+ /l; [012(1 =) + 6220 = D] [i2(1 = 2) + fo20 = 1)] d2

LE 1F 17
= [ae] | R0l el (2.2.100)
it el
0 4 PO 0
o = ) + el = [0 6] [Yav, @209
-1 ) D 1/2
o Ju B ) e —20p
| or ox dx —/0 (201)(—2gp) do = [0y D2 ] [ 0 } . (2.2.10d)

Therefore, eqn (2.2.9) can be written as the discrete matrix problem
- g Llf L 1f —9¢,
et [ 472] ] [ 3 8) ] 0] 2]} o
—2 2] |4 5tk 9N 0

For arbitrary choices of 9 and ¥» we can solve this equation by evaluating the
matrix equation in the curly brackets. Recalling that gp = 1 and gy = 1, the
matrix equation becomes

[ 4—2] [al}_ 2+ Sfot tht &k
=2 2] |G L+ 5 A+ 6f

?

which has a solution

Stafhtahitsh
2+ spfot 1f1t 5k

@]

o |
The finite element approximation u®(z) = gp®o(2) + 01 ®1 () +i2P-(2) is there-
fore

B ¥ AP .
1+z , ﬁ <zl
UCS_ +'T+12f0+12fl+4.]l‘27 O\T\Za
B 1, 24z, 1+42,
1+2 2, <2<l
+‘T+24f0+ 12 fl+ 24 fZ) 5T %

Having gone through the worked example we might now question what com-
ponents are required to construct a general Galerkin approximation based on
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multiple elemental decompositions of the solution domain. Implicit in the im-
plementation of this example was the assumption that we can differentiate and
integrate the basis functions over the solution domain. In general, it is not prac-
tical analytically to integrate and differentiate, and so we adopt numerical rules
t0 be discussed in Sections 2.4.1 and 2.4.2. However, to make this possible we
must develop techmniques to treat each element separately and thus permit us to
automate the implementation. The construction of local elemental bases and the
assembly of these into a global definition will be discussed in Section 2.3.

2.2.3  Mathematical formulation

In this section we shall construct the Galerkin approximation to a linear partial
differential equation, similar to that discussed in Section 2.2.1, in a more math-
ematical framework. We consider the more general one-dimensional Helmholtz
equation

&u
ox2
where A is a real positive constant. The equation is presumed to be supplemented
with appropriate boundary conditions such as

L{u) = 22 — hu+ f =0, (2.2.11)

15}
W0)=gp. 50 =av.

As indicated by the boundary conditions, we wish to determine the solution in
the interval 0 < 2 < I, which we shall denote by €.

Multiplying eqn (2.2.11) by an arbitrary test function v(z), the properties of
which are to be defined, and integrating over the domain £, we obtain

1 o2 o
au
(91'2 / )\'Uud;r+/0'ufdx—0

Providing u(x) and 'U(;r) are sufficiently smooth, we can integrate the first term
by parts to arrive at

T ov u g ¥ o’
G_J'G_J'd +/ Avudr = /0 vfdx+ [’Ua]o . (2.2.12)

If we introduce the notation

a{v,u) = / (?% + )vuu) da,

. au I
= d i -
f) /0 vfdr+ [Uaxh ,

then eqn (2.2.12) can be written as

a(v,u) = f(v). (2.2.13)
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In structural mechanics, a{u, ) is referred to as the strain energy, and the
space of all functions which have a finite strain on € is called the energy space,
which is denoted by E():

E) ={u | alu,u) < oo}.
Associated with the energy space is the energy norm ||u||g defined as

|z = va(u,u). (2.2.14)

Functions that belong to the energy space are called H' functions and satisfy
the condition that the integral of the square of the function plus the square of
its derivative are bounded.

We consider solutions to eqn (2.2.11) where the forcing function f(z) is well
behaved in the sense that f(v) is finite. Therefore, we only consider candidate
or trial solutions to eqn (2.2.12) which lie in the energy space and satisfy the
Dirichlet boundary condition. This space is called the trial space and is denoted
by X. For our problem the trial space is defined by

X ={ulu€H, u0)=gp}.

Similarly, we define the space of all test functions, denoted by V, which are
homogeneous on all Dirichlet boundaries, that is,

V={v|veH, v0)=0}.

The test space V is sometimes said to be in H§, where the subscript 0 refers to
the fact that it is in the homogeneous space. We can now define the generalised
or weak formulation of eqn (2.2.11) as follows:

find © € &, such that
alv,u) = flv), YovelV. (2.2.15)

The weak problem is still an infinite-dimensional problem because the trial
and test spaces, A" and V), contain an infinite number of functions. Therefore, we
select subspaces X9 (A% C X) and V° (V9 C V) which contain a finite number
of functions. In the spectral/hp element method we have two discretisation ap-
proaches, as denoted by A (element size) and p (polynomial order). We therefore
interpret the use of § in A% and V¢ to refer to these discretisation concepts, and
so d may be thought of as being a function of A (or similarly Ngj) as well as p.
The approximate form of the weak solution can then be stated as follows:

find u® € X, such that
a0, ud) = f(°), Vol ). (2.2.16)

We note that in eqn (2.2.16) we have not imposed any Dirichlet boundary
conditions. To impose Dirichlet boundary conditions we lift the solution by de-
composing the function v’ € A% into a known component, u”, which lies in the
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trial space (u” € A?) and satisfies the Dirichlet boundary condition, and an
unknown component, ¢, which lies in the test space (u” € V?) and is homoge-
neous or zero on the Dirichlet boundary. In other words,

w =u' P,

where
u(0) =0, uwP(0)=gp.
In the standard Galerkin approximation the same set of functions are used for
both the test and trial functions. This is now possible since v’ and v are both
in V. The Galerkin form of the problem can now be stated as follows:
find
w =uP +u,  where u™ € V9, u® e X7,
such that
a(v®,u™y = f*(0%), Va®e)?, (2.2.17)
where
770 = f0) — a(@’,uP).
For this linear equation another way of constructing the Galerkin solution is
from a variational point of view. Equation (2.2.11) is the minimal solution to the

functional _
Fw) = /l <@>Z +A@)? —2vf]| dz
- Jo (9.'17 a

Therefore, if we minimise F(v) over the infinite-dimensional space V' we will
find the solution to eqn (2.2.11) which is the Euler equation of this functional.
Replacing the variational problem by a finite-dimensional subspace V° leads to
the Ritz—Galerkin method (see Strang and Fix [443]).

2.2.4  Mathematical properties of the Galerkin approzimation

In this section we introduce some significant properties of the Galerkin approxi-
mation. We consider the approximation 1 to the solution u, where u® € A9 and
satisfies

a(v®,u’) = f(°), Vod eV, (2.2.18)

We mention that a(v,u) is a symmetric, bilinear form which means

a{v,u) = alu,v), (2.2.19a)
alerv + cxw,u) = cra{v,u) + calw, u) , (2.2.19b)

where ¢; and ¢, are constants and u, v, and w are functions. Further, the operator
a{v,u) is said to be continuous (or bounded) if

|av, u)] < C1

[0l []w]1 (2.2.19¢)
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where ¢} < oo and the subscript denotes the norm in H*'. It is elliptic (or
coercive) if

alu,u) > Col|ullF, (2.2.19d)

where C5 > 0.

We note that eqn (2.2.18) is equivalent to eqn (2.2.17) since a(v?,u’) =
a(v®,uP) + a(v®,u™) using the bilinearity of a(v,u) (eqn (2.2.19b)).

If a(v?,u®) is a continuous, elliptic, bilinear form that is not necessarily sym-
metric and f(v®) is in the dual space of V, then the Lax—Milgram theorem
guarantees both ezistence and uniqueness of the solution of the Galerkin prob-
lem (2.2.18) (see Brenner and Scott [73]).

2.2.4.1 Uniqueness

To show that the solution u® is unique we assume that there are two distinct

solutions u; and us (uy,us € X°) which satisfy
a(®,uy) = f(@¥), Vo®e)? (2.2.20a)

and
a(®,uz) = f(0°), Vod ), (2.2.20b)

Subtracting eqn (2.2.20a) from eqn (2.2.20b), we obtain
a(v®,u1) — a(1’,uz) = a(v®,uy —us) =0 (2.2.20¢)

using the bilinearity of a(v,u). Now uy —us € V° and therefore we can set
v® = u1 — uy, 50 eqn (2.2.20c) becomes

a{ug —uz,u; —uz) = 0.

However, this implies that [|u; — uz||p = 0. This is only possible if u; = us,
which contradicts the assumption that they are distinct. We therefore conclude
that there is only one unique solution. Strictly speaking, ||u1 — uz||p = 0 only
implies that uy = uo if A # 0. When A = 0 the solution is only unique up to
an arbitrary constant, that is, u3 — us = C. The constant, C, is necessarily zero
if Dirichlet boundary conditions are specified, although the norm ||u; — uz||p
cannot distinguish between functions that differ by an arbitrary constant when
A=10.

2.2.4.2  Orthogonality of the error to the test space in the energy norm
The error between the exact and approximate solution, £ = u —u?, is orthogonal
to all functions in the finite-dimensional test space V' in the energy norm, that

is,
a(’,e) =0, Vo®c)’. (2.2.21a)

To prove this property we recall that the exact solution satisfies the weak equa-
tion (2.2.15); in other words,
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alv,u) = flv), Yovel,

and the approximation satisfies eqn (2.2.18). The finite-dimensional test space
V? is a subspace of V, and so the exact solution also satisfies

a(v®,u) = f(%), Vol e)?, (2.2.21b)

Subtracting eqn (2.2.18) from eqn (2.2.21b) with ¢ = u — 4® and using the
bilinearity of a{v,u) gives eqn (2.2.21a).

2.2.4.3  Minimal property of error in the energy norm
We can show that the finite element solution u® is the solution in A which
minimises the energy norm of the error, that is,

[l — || = wIdnelE" | — )| . (2.2.22a)

To demonstrate this result we let £ = u—u® and observe that for any w’ € X
we can write

= w13 = flu =’ +u? = | = ||z + o712,

where v? = 1% —w® € V. From the definition of the energy norm (2.2.14) and

using the bilinearity of a{v,u) (eqn (2.2.19b)), we obtain
llu—w|[% = ae +1°,e +0°) = ale,e) + 2a(v?,2) + a(w®,0?).  (2.2.22b)

Now, since v° € V?, we know from eqn (2.2.21a) that a(v?,2) = 0. Therefore, if
there were any choices of w? which gave a smaller error than v —u?, in the energy
norm, it would have to make the last term of eqn (2.2.22b) negative. However,
if v # 0 then a(v,v) > 0, and so the minimising choice of w° is one that sets
v® = 0, thus implying that w® = «® and proving eqn (2.2.22a).

2.2.44 Equivelence of polynomial bases in the energy norm

An almost trivial observation from the unicqueness of the Galerkin approximation
is that any two linearly-independent expansions which span the same trial space
X' necessarily have the same approximate solution u%(z). So if we consider two
solutions u$ () = Zf () and ud(x) = Zf B:hi{x), where both expansion
functions are in a polynomial space of order I (i.e., ¥;(x), h;{(x) € Pp), and if
the solutions u(2) and ug(x) are both determined as solutions to the Galerkin
approximation (2.2.18) then we know that

P P
ui(z) = ud(x) = Z ) = Zﬂ,ih.i(x).

The important implication of this statement is that any error estimates are inde-
pendent of the type of the polynomial expansion and only depend on the poly-
nomial space. Nevertheless, different choices of polynomial expansion bases can
have an important effect on the numerical conditioning of the algebraic systems
resulting from the Galerkin approximation, as discussed in Section 2.3.2.1.
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2.2.5 Residual equation for the C° test and trial functions

As we have seen in the example of Section 2.2.2, the finite element approxi-
mation «’ to a second-order differential equation can be constructed from a
class of functions which are C° continuous, that is, the approximation (but not
the derivative of the approximation) is continuous everywhere in the domain 2.
Therefore, when the solution domain € is subdivided into finite elements, de-
noted by QF, although the derivative is continuous within each element, at the
boundary between elements the derivative may be discontinuous.

We note that for a C° approximation the substitution of «¢ into the weak
equation (2.2.3) is not equivalent to setting the weighted residual (v?, R) equal
to zero (i.e., (0, R) # 0, where L(u®) = R from eqn (2.2.3)). To appreciate why,
we can integrate the left-hand side of eqn (2.2.6) by parts and recover a form
similar to eqn (2.2.3).

We observe that the integrand on the left-hand side of eqn (2.2.6) involves
the derivatives of 4’ and v?, which are only piecewise continuous within each
element when using a C¥ expansion. Therefore, to evaluate this integral we have
to perform a series of integrals over each element Q. If there are N, elements
we find

Jo Oz Ox N Joe Oz 02
Nel :
Regporo
e=1/4°
1 5240 Ney oul Qf
__ s s U~
= /0 o dx+;[v ax]gi, (2.2.23)

where Qf, and 2 denote the x values of the left and right ends of the domain
O°, respectively. If the approximating function was C* continuous (that is, the
function and its first derivative are continuous everywhere) then by definition

§ aué

S au‘s
v
Jr

v

s, Ox

?
e+1
QL

and we recover the standard ‘integration by parts’ result. However, since the
finite element is globally only € continuous, all the terms at the interior el-
emental boundaries remain. Now, by substituting eqn (2.2.23) into eqn (2.2.6)
and rearranging, we obtain

-1 (9211,5 aué
- é -
/0 v (8172 +f> 2z —0° o

Qf
Na—1
! 6 au S aué S (911,6 S
+ Z o — v g |, T Lgn| =0.
p— 7 ch’% 7 QE‘H- 7 Q‘Rel

(2.2.24)
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The first term is the standard weighted residual. The second term is zero since
O} is a Dirichlet boundary and so v°(Q%) = 0. The third term represents the
jump in the derivative of the approximation at the element boundaries in the
interior of the domain, and the last term represents the difference between the
exact and approximate Neumann boundary conditions. Upon convergence to the
exact solution, the jump in the derivative must therefore become zero and the
Neumann condition must also be exactly satisfied.

If we use a C' expansion which exactly satisfies the Neumann boundary
conditions, then eqn (2.2.24) becomes the standard weighted residual, that is,
(@, R) =0.

2.3 One-dimensional expansion bases

Having defined the finite element framework in terms of the Galerkin formulation,
we can now consider different types of one-dimensional expansion bases and
provide some explanation of their construction.

An essential part of constructing different expansion bases will be to introduce
a standard elemental region within which we will define the standard expansions.
We will then discuss how to assemble the global expansion bases from these
local definitions. This type of elemental construction also provides an efficient
way to numerically implement the spectral/hp element technique once we have
addressed how to numerically integrate and differentiate polynomial functions.
This will be dealt with in Section 2.4; elemental expansion bases in multiple
dimensions will be dealt with in Chapter 3.

At this stage we will only be concerned with polynomial expansions. Tradi-
tionally, the finite element method has always used polynomial expansions. This
may be attributed to the historical use of Taylor series expansions which allow
analytical functions to be expressed in terms of polynomials. Polynomial func-
tions also have the added advantage of discrete integration rules which enable
easy computer implementation.

In the A-type method, a fixed-order polynomial is used in every element and
convergence is achieved by reducing the size of the elements. This is the so-called
h-type extension, where A represents the characteristic size of an element, and
was illustrated for two elements in Section 2.2.2. This type of extension aids in
geometric flexibility, especially in high dimensions.

In the p-type method, a fixed mesh is used and convergence is achieved by
increasing the order of the polynomial in every element. This is the so-called p-
type extension, where p represents the expansion order in the elements. This type
of extension aids rapid convergence for smooth problems. If the whole solution
domain is treated as a single element then the p-type method becomes a spectral
method.

The spectral/hp element method combines attributes from both the h-type
and p-type extemsions, permitting a combination of both approaches. We also
note that, with the exception of a global spectral method, in most p-type methods
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there is an implied h-type decomposition to generate the initial mesh upon which
the p-type extension is applied.

2.3.1 Elemental decomposition: the h-type extension

One of the primary advantages of the finite element and finite volume methods
is the ability to resolve complex geometries. This capability is inherently depen-
dent on being able to decompose the solution domain into small subdomains
or elements. In this section, we will demonstrate the technique of decomposing
the expansion into elemental contributions, that is, the ‘h-type extension’ pro-
cess. We note, however, that elemental decomposition is an integral part of both
h- and p-type finite element methods as the p-type extension is based upon an
initial mesh or h-type discretisation.

As discussed in the next three sections, the principal use of elemental rep-
resentation is to enable the treatment of operations on a local elemental basis.
This not only simplifies the implementation but also allows many operations to
be performed more efficiently. For the one-dimensional case, the decomposition
may seem unnecessarily involved; however, the sanie principles are applied to the
decomposition in multiple dimensions. Therefore, the one-dimensional case is ex-
plained in detail as a building block for understanding decomposition in multiple
dimensions. The decomposition is explained in terms of the linear finite element
expansion; however, the same techniques can be applied with the higher-order
p-type expansions discussed in Section 2.3.2.1.

2.3.1.1 Partitioning of the solution domain
When using an h-type method the solution domain is subdivided or partitioned
into non-overlapping subdomains or elements within which a polynomial expan-
sion is used.

Considering a solution domain €2, we can partition it into a mesh containing
N elements, denoted by ¢, such that the union of the non-overlapping elements
equals the original domain, that is,

J\’rel J\’rel
0= U Q°, where Q° =40,

e=1 e=1

For the domain 2 = {2 | 0 < 2 < [} a specific mesh can be denoted by the points

O=xp < <--<x

‘N —1

<z, =Ll

Therefore, the eth element is defined as

QF ={z | ze—1 <z <2},

3 Decomposition of a solution domain into elemental regions: h-type extensions.
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As an example we consider the case shown in Fig. 2.2 where the solution
domain, 2 = {x | 0 < 2 < I}, is subdivided into N, = 3 non-equal elements.
The mesh is denoted by the Ny + 1 points 2o = 0, 21, 22, 23 = [, and therefore
the first element is defined as

M ={r|zo<z<21}.

2.3.1.2  The standard element and the one-dimensional linear finite element
eTpansion

In Fig. 2.2 the global expansion modes for the linear finite element expansion
over the N = 3 elemental domains are also shown. As is typical in a linear
finite element expansion, each mode has a unit value at the end of one of the
elemental domains and decays linearly to zero across the neighbouring elements.
Therefore, there are Ngor = 4 degrees of freedom in this expansion which are
Bo(x), 1 (), P2(x), and Pz(x). The global modes are nonzero on, at most, two
elemental regions. It would therefore be very uneconomical to consider an ex-
pansion in terms of global modes, particularly when using a large number of
elements.

We can see that on an elemental level each global mode only consists of
two linearly-varying functions which are also shown on the right of Fig. 2.2.
Therefore, if we introduce the one-dimensional standard element, £, such that

Qst:{€|_1<£<1}a

3(r)
i)
¢ (E)
Pa(x) -1 1
Dy (x)
0
do(&)
; 1 |
‘I’n(:l?) § -1 1
" 0
Q] Z £
B o Q2 = ®B L

F1c. 2.2. Elemental decomposition of the solution domain € into three elements O,
02, and ©°. Above this domain we show the global expansion modes ®o(z), ®1(z),
$a(x), and P3(x) for a linear finite element expansion over the domain Q. On the
right are the local expansion bases ¢o(€) and ¢1(€) defined in the standard region
€ which can be used to define the global expansion modes.
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then we can define a similar linearly-varying function over € in terms of the
local coordinate £ as

1-¢ 1+¢
d0(§) = 2 a@=q 2
07 €¢Qs‘c7 07 §¢Qs‘c-
The standard element €l can be mapped to any elemental domain Q¢ via the

transformation x°(€), which expresses the global coordinate z in terms of the
local coordinate £ as

3 fGQs‘g7 gEQSt7

1— 1
r=x(§) = 2€xe_l+ ;f:r £€ 0. (2.3.1)

This mapping has an analytic inverse, (x¢)~*(z), of the form
Te—1

_ (eN—1 _ o T~
£=(x°) (m)—2m6_m€_l

-1, z2€Q°.

The global modes ®;(2) can now be represented in terms of the local elemental
expansion modes ¢,(&) by mapping the standard element 2 to each elemental
domain Q°. For example, the first two global expansion modes $g(z) and &4 ()
in Fig. 2.2 can be written as

r—x . . .
, rc Ql, f =d =1y : 1
Bo(z) = 4 70— 11 _ Jo©) =o' (@), xc Ql,
0, r ¢ QL 0, r g @,
T — X9
, v, ‘ NP ,
1 — 3o ¢1(6) = or([x'| 7)), 2c @,
P{r) = X772 L cqp ={%(8) =X’ TH), 2c @,
1= a2 0, otherwise .
0, otherwise,

If a mapping for x°(&) other than the one given in eqn (2.3.1) has been used then
the inverse mapping will not necessarily be analytic. This situation can arise in
multiple dimensions where elements may be curved.

2.3.1.3 Parametric mapping

The transformation x¢(¢) given in eqn (2.3.1) maps the local coordinate £ to
the global coordinate 2 (2 € §.) and can be interpreted as expanding the global
coordinate, z, in terms of a linear finite element expansion. It, therefore, could
have been written as

xr = X€<€) = C’O(f) Te—1 + Ol(f) Te, £€ L

This technicque of expressing the global coordinate, z, in terms of the local ex-
pansion function is known as parametric mapping. Typically, we refer to the
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mapping as being iso-parametric if we use the same-order expansion to map the
coordinates as we use to represent the dependent variables. If we use a higher- or
lower-order mapping for the coordinates as compared to the dependent variable
then the mapping is referred to as super- or sub-parametric, respectively. As we
shall see in Section 4.1.3.2, parametric mappings provide a convenient way to
express curved domains.

We note that the mapping in eqn {2.3.1) is linear and therefore so is its inverse.
This means that the local expansion mode ¢,(x-*(z)) is a polynomial in = as
well as in €, and therefore under the mapping (2.3.1) the global expansion modes
are also polynomials in 2. However, when a higher-order polynomial mapping is
used, as is necessary for curved elements, the global expansion may not remain
a polynomial in 2 although, by definition, it is always a polynomial in &.

2.3.1.4  Global assembly/direct stiffness summation

To relate the concepts of local and global expansion bases we need to introduce
the concept of global assembly or direct stiffniess summation, as it is sometimes
known. In this section we shall describe the process for a one-dimensional linear
basis, but the same idea can be used in higher-order expansions and multiple
dimensions. Let us recall that the finite element approximation «¢ in terms of
the global modes is written as

Naor—1

ul(x) = Z 4;P;(x) .

=0

We have seen in Section 2.3.1.2 that the global modes &;(x) can be expressed
in terms of the local expansion modes ¢,(§), and therefore we can express ud in
terms of ¢,(§) as

Naor—1
)

Z TP ( x)_ZZaf’o

e=1 p=0

u (x

where in this case I” is the polynomial order of the expansion and ¢ (f) =
op([x¢]71(2)) (the superscript denotes the element in which the functlon is
nonzero). As there are more of the local expansion coefficients, 4, than global
expansion coeflicients, 4;, some further conditions are required to relate the local
and global definitions of the solution u®(z).

For the linear finite element example shown in Fig. 2.3 where I = 1 and
Ng = 3, the constraint is that the global modes are continuous everywhere,
which implies

A1 A2
up = UO ?
o (2.3.2)

The relationship between the local and global expansion coeflicients is therefore

3 Global assembly: assembling global bases and operations from local bases and operators.

L 2
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Global bases

Uz
By(x)
g
To@)
11_9
o)~
148 : : |
Iy ﬁl Iy n: I s}: I3
‘\:.I'. P A’E :_\,3
iy af
_ O G
iy
po©) T -
=1 1 -1 1 -1 1

Local bases

Fia. 2.3. Global and local expansion coefficients and bases in a three-element decom-
position of the domain £2.

@ = o,
at =2 =1,
@ =4} =1,
@ =t

In this example it can be seen that the local representation of the function has
six elemental degrees of freedom (Neor = Noj - (I7 + 1) = 6) but only four global
degrees of freedom (Nyor = 4). The two constraints shown in eqn (2.3.2) ensure
that u?(2) is €V continuous, which is a sufficient condition to ensure that the
expansion is in H* space and thereby can be an admissible function for the trial
space X for a second-order elliptic problem.

To construct a more general description of the local to global mapping we let

U, denote a vector of all global coeflicients,
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’&’!J = [aoa ARE ﬁNdof—l]T ’

and if @° is a vector of the local coefficients (that is, 4° = [4§, 45]) in element e,
then the vector of all local coefficients, denoted by i, can be written as

,&Il
’&12

ra,]\’rel
The relationship between the local degrees of freedom and the global degrees can
be expressed in terms of an assembly matriz A such that

(2.3.3a)

where A is a very sparse matrix whose entries are typically 1 (but may be —1 in
multiple dimensions or even contain a submatrix for non-conforming elements).
For our example in Fig. 2.3 the full form of equ (2.3.3a) is

- /\l -
~1
L 1
N K 1
a7
~3 1
Up
aS 1

14

1

S

I

Il

—_
S S S

‘We can also consider the reverse operation of constructing global operations from
local operations. This is advantageous since we can perform operations locally
within the elements and then assemble the global operation. In the Galerkin for-
mulation this assembly process is typically associated with integral operations,
which implies that we have to sum the local (elemental) contributions. For ex-
ample, if we consider the integral of u®(2) with the global modes ®,(z) shown
in Fig. 2.3, then we find

. 5 .1 ; 5 Xm .1 ) 5 dX2
[a@n@ar= [ aorahTodes [ aound) G de.
Ja J-1 dg J-1 dg
From this we see that all integrals may also be computed in a standard region
([—1, 1]) which is convenient when performing numerical quadrature, as discussed
in Section 2.4.1. The process of reassembling the global expansion from the local
expansion on the elemental domains is called global assembly or direct stiffness
summation.
The global assembly operation which constructs the global operations from
the local operations is the transpose operation A", To illustrate this operation
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we can consider the integration of the global base, ®(x), with respect to the
function u? (). Following the same convention as the local and global degrees of
freedom, we denote the integration with respect to the global basis as I, i.e.,

L= /Q B (x)u(2) da,

and the integration with respect to the local bases ¢(x) in element e as I, so
that we can define a vector of local integral contributions, I;, such that

. -1 dx*
It / S(y* d
L |, Go(§u’ (x°) de £
I, = : , where I = :
P / Y ot ) 2
Jo1 d¢

The vector I, can then be related to the local elemental vector I; using the
assembly matrix A" by the operation

I,=A"1L. (2.3.3b)

This operation essentially performs a summation of the local modes into the
global expansion.
We also note that

dg # AT Al

as the operation A scatters the global degrees of freedom to the local elements.
However, A assembles the global contribution by summing together various
terms of the local degrees of freedom.

Here A and A" represent key operations required in the construction of a
Galerkin spectral/hp element method since they permit us to define a series of
local operators which can then be assembled using these operators. It can be
appreciated that only global modes which are split into elemental contributions
will have multiple entries in the columns of the A matrix. When using a higher-
order p-type expansion, as discussed in Section 2.3.2.1, the extra interior modes
are all global degrees of freedom and will not need to be assembled in this fashion.

In practice, we never construct the assembly matrix A as it is very sparse and
therefore numerically very inefficient to use as a matrix operator. An equivalent
numerical operation is to use a mapping arroy for each element which contains
the global location of every local degree of freedom. If we denote this array by

4 Construction of a mapping array for global to local scatter and local to global assembly.
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‘maple][7]’, where e denotes the element and i is the local mode index, then for
the example in Fig. 2.3 the array would be defined as

maplti) = { )}, wmaplzi = {5}, maplsi = {3}

The scatter operation denoted by A (see eqn (2.3.3a)) can then be evaluated as
follows:

doe=1,N
doi=0,N; —1
u°[i] = ug[maple][7]] & =.Aqg,
continue
continue

where N¢, = P¢+1. Alternatively, the global assembly operation may be written
as follows:

doe=1,Ng
doi=0,N¢ —1
Ug[maple][i]] = tq[maple][i]] + w°[4] & gy =A .
continue
continue

2.3.2  Polynomial expansions: the p-lype extension

In multiple dimensions, complex domains make it difficult to identify global ex-
pansions analytically. The introduction of complex geometries can also generate
different scales in the solution, which may have a very localised structure. Such
considerations require the use of elemental decomposition, as discussed in Sec-
tion 2.3.1. Therefore, if we decompose the solution domain into elemental regions
which broadly capture either the geometry or the local scale of the problem then
the application of the p-type extension can prove to be a numerically efficient
approach to achieving a very accurate solution. In all that follows we will inter-
pret the p-type extension as increasing the order of the polynomial expansion
within an elemental region.

Before discussing the different types of p-type extension, we first define the Ap
element space in one dimension. Recalling the definition of the standard element,
%, and the coordinate mapping x°(¢) from g to an elemental region Q°, we
start by denoting the space of all polynomials of degree I” defined on the standard
element Qg by Pp(Qy). The discrete hp expansion space A’ 9 is the set of all
functions u®(z) which exist in H* and that are polynomials in ¢ within every
element (e.g., u*(x°(€)) € Pp(Qt)), which is formally written as

X0 ={u’ |u’ e HY, w’(x°(6) € Ppe(Qst)s e=1,..., Nat} - (2.3.4)
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This definition allows both the mapping x°(£) and the polynomial order ¢ to
vary within each element e thereby permitting both A-type refinement, which
alters x°(€) and Nej, and p-type refinement, which alters €.

In principle, all of the construction discussed in Section 2.3.1 applies equally
well to an hp elemental decomposition. As we shall see in Section 2.3.2.2, the
most standard polynomial decompositions have what is known as a boundary
and interior decomposition, which permits us to directly use the construction
adopted for linear elements in Section 2.3.1 for higher-order polynomial expan-
sions. Examples of polynomial expansions with this type of decomposition will
be discussed in Sections 2.3.3.3 and 2.3.4. However, before introducing these
expansions in Section 2.3.2.1 we will first try to explain why certain forms of
polynomial expansions are more favourable than others,

2.3.2.1 Construction of ¢ polynomial expansion

In an hp elemental discretisation we can apply a polynomial expansion of any
order within each elemental region. It is therefore appropriate to start our dis-
cussion of p-type methods by considering what makes an acceptable p-type ex-
pansion in a single domain.

The steps involved in designing an elemental p-type expansion, which we will
also later adopt in constructing the unstructured basis in Section 3.2, are as
follows.

¢ Determine a favourable expansion within a standard region.
o Modify the expansion so that it can easily be numerically implemented.

In the first step, a favourable expansion is typically an orthogonal or near-
orthogonal set of functions within the standard regions. In the second step, the
computational considerations of implementing this basis are taken into account
and the basis is modified, if necessary, to facilitate this process. Typically, the
basis is decomposed into contributions on the boundary and interior of the stan-
dard region since this simplifies the elemental decomposition process.

Modal and nodal expansions

Before discussing the benefits of different types of polynomial expansions, we
first need to introduce the concepts of modal and nodal expansions. To illustrate
the difference between a modal and a nodal polynomial expansion we introduce
three expansion sets denoted by <I>]‘} (), @2(x), and <I>g () (0K p < P),in the
region Qg = {2z | =1 < 2 < 1}. All of these expansions represent a. complete set
of polynomials up to order I’ and are mathematically defined as

<I>;,1(x):;r:p, p=0,...,,
P
Hq:(),q#p(‘r - 'rq)

P ’
Hq:O,q;ép (@p = 24)

‘1’5(36)=Lp($), p=0,...,.

Bi. _ _
Q) (2) = p=0,...,,
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The shape of these expansions can be seen in Fig. 2.4(a—c). The first expansion
set simply increases the order of  in a monomial fashion and we shall refer
t0 it as the moment expansion (each order contributing an extra moment to
the expansion). This basis is referred to as a modal or a hierarchical expansion
because the expansion set of order I>—1 is contained within the expansion set of
order P. There is a notion of hierarchy in the sense that higher-order expansion
sets are built from the lower-order expansion sets. If we denote the trial space
containing all the polynomials in <I>]‘} () up to order P by Xl‘i then a hierarchical
expansion is one where X9_, C A9: so if

X9 ={1,z,2°}

then
XS = {12,225} = A2 U{;rs}

The second polynomial <I>f (x) is a Lagrange polynomial which is based on a
series of I” 4 1 nodal points 2, which are chosen beforehand and could be, for
example, equispaced in the interval (for further details see Section 2.3.4). The

(a) )
i (;z:)o N 4 6 8 10
10100 Moment expansion
x
g
2
g0
%
=]
3 ge expansion
equispaced nodes)
Legendre expansion
0, ! I ]
10 5 10 15

Polynomial order

Fia. 2.4. Expansion modes (p even) in space for three expansion bases: (a)
&7} (z)(moment), (b) &Z(x) (Lagrange), and (c) &S (x) (Legendre) of order P = 10
in the region —1 < 2 < 1. (d) Linear—log plot of the condition number of the mass
matrix versus polynomial order for the bases &7 (z), 2 (z), and 5 (z).
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Lagrange polynomial is a non-hierarchical basis (that is, ¥$ ¢ X2, ,) because
it consists of I’ + 1 polynomials of order I°. This can be contrasted with the
hierarchical expansion <I>;}(;r) which consists of polynomials of increasing order.
The Lagrange basis has the notable property that ®2(zy) = 0p¢, where d,q
represents the Kronecker delta. This property implies that

Tq E :Up (zg) = E :Up pg = Uq

where we see that the expansion coeflicient 4, can be defined in terms of the
approximate solution at the point 2.

The coeflicients, therefore, have a physical interpretation in that they repre-
sent the approximate solution at the points z4. The points x, are referred to as
nodes and the Lagrange expansion basis is referred to as a nodal expansion. Lin-
ear finite elements are an example of a nodal expansion where the nodal points
are at the ends of the domain.

We draw a distinction between a nodel expansion and the collocation method
{or collocation projection). In the collocation method, the equation being solved
is exactly satisfied at the collocation points (see Section 2.1), whereas in a nodal
expansion the expansion coefficients represent the approzimate solution at a given
set. of nodes. However, a nodal expansion can be used in different types of meth-
ods such as the Galerkin or collocation method. It must be remembered that an
approximate solution using a nodal expansion does not necessarily satisfy the
equation exactly at the nodal points.

The final expansion, @g’ (x), is also a hierarchical or modal expansion. How-
ever, in this case the expansion is the Legendre polynomial L,(x) (see Appendix
A). By definition, this polynomial is orthogonal in the Legendre inner product

-1
2
(@) L@) = [ Ly@)Ly@)de = 220y,
As we shall see, orthogonality has important numerical implications for the
Galerkin method.

As a final point, we should comment on a potential confusion over the use of
the word modes. In general, we shall refer to all expansion sets, whether they are
modal or nodal, as consisting of expansion modes (usually called shape functions
in structural mechanics).

Choice of an expansion set
The choice of an expansion set is influenced by its numerical efficiency, condi-
tioning, and the linear independence of the basis, as well as its approximation
properties. To illustrate some of these factors we consider the three expansions
X (x), @5 (2), and @5 (2) in a Galerkin projection.

The Galerkin or L? projection of a smooth function f(z) in the domain Qg
onto the polynomial expansion u¢ (2) is the solution to the following problem:
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find ©® € A% such that
W,y =0, f), volcv, (2.3.9)

where (u,v) is the Legendre inner product, see eqn (2.1.4).

In the absence of explicit boundary conditions, which need not be prescribed to
obtain a solution for this problem, the trial and test space are both in the space
of square integrable functions (that is, X = V° C L?). Letting v®(2) = v°(z) =
25:0 Gy ®p(2), problem (2.3.5) is then equivalent to solving the matrix equation

o [Mu=f] = Mua=Ff,

where
My, = <(I)P1(I)(1)a U= [7107"‘ 1aP}T7 .fp = (‘I)paf)'

The matrix M is known as the mass matriz. It is a square non-singular matrix
of order I+ 1 and can be inverted to determine the solution

G=M"1f.

The question of numerical efficiency for this problem is twofold. The first issue
is the computational cost of constructing the matrix system, which may involve
numerical integration (see Section 2.4.1). The second issue is the computational
cost of inverting the matrix system to obtain the solution. It can be appreciated
that the construction and inversion of the matrix M can be made far more
efficient if there is some known structure to the matrix.

The moment expansion <I>;}(;r) produces a mass matrix which has components
(0 < p,q < P) of the form

Mipllg) = (22, 8) = / Pt — [ el }
T ptq+1]_,

_dprq+1’ p+qeven,

0, p+qodd.

Therefore, when constructing M using this basis we need only calculate half of
the components. However, the inverse will still be full and the cost of inverting
the matrix is typically the dominant operation.

The second expansion @f (2) is the Lagrange polynomial and so it is asso-
ciated with a set of nodal points z,. For the purpose of this example we shall
define the nodes as being equispaced in the domain g, and so in the interval
g = 2q/P — 1 (0 < ¢ < P) which is a common finite element nodal expansion.
As we shall see in Section 2.3.4.2, a much better choice of points is at the Gaus-
sian quadrature zeros. There is no explicit form for the mass matrix when using
numerical integration and the matrix is full. Therefore, the construction of the
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mass matrix using $Z(2) is twice as expensive as ®:}(2), although the matrix
inversion is no more expensive.

The third expansion <I>]§7 (x) is the Legendre polynomial. By definition, this
expansion produces a mass matrix which is diagonal because the components of
the mass matrix are

-1
Mipld) = (35,8) = [ L)L) de = b
J—1 p+1

This matrix is very easy to construct and invert, and therefore might be con-
sidered to be numerically the most efficient of the three expansions. We note,
however, that the basis cannot easily be extended to an elemental decomposi-
tion which is globally € continuous since the continuity constraints destroy the
orthogonality of the global matrix structure.

A further consideration is the conditioning of the matrix M which is related
to the linear independence of the expansion. The condition number xo is very
important in the numerical inversion of matrix systems; a full discussion can be
found in Isaacson and Keller [251]. The condition number x» is defined as

r2 = || M2 - ||M7H]2,

where ||M||> denotes the matrix L? norm of M.

When numerically inverting a matrix system there is an error associated with
the inexact representation of the matrix due to round-off error. If a matrix system
is ill-conditioned the round-off error in the matrix system can lead to large errors
in the solution. Further, when using iterative techmiques to invert the system the
number of iterations required to perform the inversion typically depends on the
conditioning of the matrix.

The condition number in the L? norm for the three types of expansion bases
@;‘(m), @B (x), and <I>g (2) is shown in Fig. 2.4(d) as a function of polynomial
order. We see that the condition number of the mass matrix for the moment
expansion grows as sy o 107, Initially, the conditioning of the equispaced La-
grange basis is relatively good; however, after about I” & 5 the condition number
also starts to grow as k o 10F, In contrast, the Legendre basis is very well
conditioned for all values of P, This is because the L? matrix norm for a real
symmetric matrix is the ratio of the maximum to minimum eigenvalues, and so
the condition number for the Legendre mass matrix is exactly x2 = 27 + 1.

The poor conditioning of the moment and Lagrange expansion reflects the
fact that the basis is becoming numerically linearly dependent. This is particu-
larly evident for <I>]’} (x), as shown in Fig. 2.4(a), where we have plotted the even
moment expansion modes as a function of z, for different polynomial orders
p. We observe that the mode for p = 8 is practically indistinguishable from the
mode when p = 10. Although each mode of <I>f (x) is clearly distinguishable from
the other in Fig. 2.4(b), the poor conditioning of this basis can be attributed to
the high level of oscillations towards the end of the region, which can be seen in
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modes p =4 and p = 6. As we shall see in Section 2.3.4.2, these oscillations are
controlled by a better choice of nodal points, which makes it possible to obtain
independently-shaped modes with well-behaved bounds, as shown by the modes
of ®(z) in Fig. 2.4(c).

Another set of orthogonal polynomials which have been extensively used in
spectral methods are the Chebyshev polynomials (see Gottlieb and Orszag [199]).
These polynomials have constant amplitude oscillations throughout the region,
which leads to their optimal convergence property in the maximum norm.

2.3.2.2  Boundary interior decomposition of polynomial bases

From the discussion in Section 2.3.2.1, we might deduce that the ‘best’ choice for
an expansion set is orthogonal polynomials such as the Legendre polynomials.
This is true in so far as the hierarchy and orthogonality tend to lead to well-
conditioned matrices. However, we also want to combine the expansion with
the h-type elemental decomposition. The difficulty arises when we try to ensure
a degree of continuity in the global expansion at elemental boundaries. For a
second-order partial differential equation we have seen that it is sufficient to
guarantee that the approximate solution u’ is in H', Typically, in the finite
element methods this is satisfied by imposing a C° continuity between elemental
regions, that is, the global expansion modes are continuous everywhere in the
solution domain although the derivatives may not be.

If we used the moment or the Legendre expansion basis in each elemental
domain (¢,(x) = @;‘(r) or op(x) = fbg’ (2)) then the requirement that the ap-
proximation be in H! might be satisfied by prescribing an interface-matching
condition of the form

P P
D b =3 o ),
p=0

p=0

where the superscripts e and e + 1 denote two adjacent domains.

Such a condition couples all of the degrees of freedom in one element with
the modes in the adjacent element. Not only is this more difficult to implement
than the standard finite element methods but it also destroys the orthogonality
of the global matrix structure.

If the local expansions were constructed so that only a few expansion modes
have magnitude at an elemental boundary then the matching condition can be
imposed far more easily. For example, if we define an elemental expansion ¢,(§)
in the region —1 < £ < 1, where

1, p=0,
0, p#0,

1, p:P7

(1) = 0, p#D,

dp(l) =

then the €V continuity of the expansion is simply enforced by ensuring

Apoip(l) = 05105 (-1



