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Foreword

Discussing ethics makes economists uncomfortable, for some good reasons and some 
bad ones. Economics is ill-suited to discuss ethics in some ways, but very well-suited in 
others.

The best reason not to discuss ethics in economics is that we do not want to turn our 
debates into dueling ad-hominem attacks about unethical motivations for our argu-
ments. Like other professionals such as physicians, we economists view ourselves as 
motivated by professional norms and not by crude self-interests that could be unethical. 
Moreover, we know that even if there are unethical motivations for an argument, this is 
not sufficient to disprove the argument—it still needs the kind of debate on theory and 
evidence that would have happened anyway if we had ignored ethics.

Nor do we want to allow declarations in economic debates that one position is mor-
ally superior to another. Economics is traditionally viewed as ill-suited to discuss com-
peting ethical norms.

Yet economics is well-suited in other ways to address the very same concerns about 
discussing ethics. Whether we have a reputation for professionalism is not under our 
control—it is up to our audience to decide. We can do a better job convincing our 
audience of our professionalism by discussing self-interest openly rather than ignor-
ing it. Our models of human behavior give insights into the need for professional 
norms. For example, sellers of a good whose quality is imperfectly observable will get 
a better price if they can convince buyers that the sellers obey ethical norms of not 
cheating on quality. The existence of a strong ethical norm that sellers don’t cheat, 
along with some enforcement mechanism, would actually lead to a better outcome 
for sellers. It is economics that gives the paradoxical insight that your self-interest 
sometimes requires convincing everyone else that you are not responding too much 
to self-interest.

The belief that economics cannot adjudicate competing moral values is also over-
stated. Our normative analysis of what makes people better off is impossible without 
presuming some ethical positions. Take, for example, the concept of revealed prefer-
ence: that if you chose A over B, then A must make you better off than B. Revealed pref-
erence analysis presumes that the individual does and should have the right to make her 
own choices and that she is the best judge of her own well-being. Most of our models 
make the same assumptions. Individual choice and autonomy are ethical values over 
which there has long been and still is a huge worldwide debate. If economists tried to do 
revealed preference analysis in a situation where there was actually coercion rather than 
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choice, we should certainly take notice—and so we cannot avoid the global debate on 
individual choice.

So how should we economists confront our own ethical behavior and values? On 
our core ethical values of individual autonomy and consent, it seems straightforward. 
Whenever we apply models or analysis based on individual choice, shouldn’t we also 
analyze whether individuals are indeed free to choose? There may be disagreement on 
how or whether to do this, but let’s air those disagreements rather than avoid the topic of 
ethical values altogether.

The question of whether there is a profound tension between our professional norms 
and our self-interest deserves careful attention. Conflict of interest in economics gained 
much (unwanted) attention after the documentary Inside Job accused some finance 
economists of doing analysis favorable to financial industry interests while receiving 
undisclosed pay from those same interests. Even if you believe, as I do, that Inside Job was 
unfair to some of its targets, it did fuel a crisis of confidence in economists that we all have 
a strong interest in correcting. The response has been to strengthen the norms that we 
disclose possible conflict of interests in our research and policy recommendations; this 
is surely a good thing. An example from my own field of development is that researchers 
on foreign aid should disclose whether they are employees of or consultants to agencies 
dispensing foreign aid (or conversely, recipients of funding from anti-aid interests).

Yet the issue of conflict of interest is too complex to be so quickly dismissed by a sim-
ple disclosure requirement. A lot of attention has been focused on conflict of interest in 
academic research, where the norms were already fairly strong and were at least partly 
self-enforcing through reputational incentives. Conflict of interest is potentially more 
severe and the existing norms weaker in some of economists’ other roles as government 
officials, as advisors to governments or international organizations or political candi-
dates, as critics or advocates of political ideologies, or as public intellectuals shaping 
policy debates. Sometimes the conflict of interest is obvious and easily resolved, other 
times not so much. For example, it will be obvious that an economist advising a politi-
cal party or serving as a political appointee has a conflict of interest in research or policy 
recommendations that support or oppose that party’s positions. The economist should 
obviously disclose any such relationship to political parties or causes if it is not already 
public knowledge.

But the political role of economists brings with it a subtler ethical need for account-
ability. Again, research in our own field gives us some insight on this. We have a lot to say 
about how bad it is for agents to be able to play with other people’s money. To return to 
finance examples, we know a lot about how bad it is for banks to socialize risk through 
taxpayer bailouts while keeping any rewards from those risky investments. Analogously, 
economists making risky policy recommendations allow the cost of our advice to fall on 
everyone else, with only weak individual accountability for economists ourselves. There 
are still hardly any positive or negative individual consequences of good or bad advice 
for the dispensers of advice. In this environment, we should consider the ethical impli-
cations of our overpromising on the payoffs to our recommendations or overstating the 
certainty with which our promises will be realized.
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There is the hope, of course, that economists affiliated with opposing parties will tend 
to subject each other’s overpromising and excess certainty to critical scrutiny on the tra-
ditional grounds of theory and evidence. Just as we think competition is a positive force 
in markets, competition among partisan economists should be a positive ethical force  
in keeping the debate healthy.

Yet sometimes competition is not as sufficient as it is assumed to be. Both sides may 
have a common interest in overstating the importance of economists’ recommendations 
in general, such as overstating the importance of current policy decisions in any direc-
tion. Both sides may want to downplay competing explanations of outcomes from the 
economics literature, ones that suggest outcomes are also dependent on other forces far 
beyond the control of the current policy-makers, such as culture or history. So we are left 
with a possible self-interested bias on the importance of economists as policy advisors, 
even as we disagree with each other over particular policy proposals.

Economists on opposing partisan sides may also have a common interest in limiting 
debate to what is politically feasible for the current mainstream parties, avoiding view-
points that pose a more fundamental challenge to the status quo.

These subtler biases are evident in my own field of economic development. On the 
status quo bias, development economists as public intellectuals seem to be expected to 
direct all their efforts to advising the current development establishment of rich country 
governments, aid agencies, philanthropic foundations, and non governmental organi-
zations on how to end poverty. Even critics (such as this author) focus attention on the 
mistakes of this establishment and how to correct them. Public intellectuals who sim-
ply dismiss this establishment as irrelevant or inherently counterproductive—rightly or 
wrongly—have far more trouble getting a hearing. So self-interest of public intellectuals 
militates against fundamental challenges to the status quo, and, indeed, there are few 
such public intellectuals in the development field.

On the importance bias, public intellectuals in development (including this author) 
seem to have a common interest in exaggerating the importance and certainty of our 
own advice on how to end poverty even if we disagree on how to do so. Less “construc-
tive” views that challenge how much we economists really do know are a threat to the 
status and power of economists as public intellectuals in the development field.

It seems to take a lot of ethical commitment to admit publicly to something so nihil-
istic and self-destructive as the limits to our knowledge and expertise as economists. Yet 
such ethical effort could really pay off for the field in unexpected ways. To take finance 
again, the audience for finance economists wanted them, above all, to give advice on 
how to find surefire high returns on investments. It took some courage to embrace theo-
ries that bluntly state finance economists are useless in helping you beat the market. Yet 
this freed the most courageous finance economists to develop principles under which 
financial markets work well for all their participants, such as the earlier admonition 
against banks socializing risks through unlimited taxpayer bailouts.

In development, there is a principle similar to “you can’t beat the market”: if there 
really is an easy and tangible solution X to end global poverty, why didn’t X end global 
poverty already? Suppose development economists were ethically obliged to admit to 
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their audiences an inability to find such easy answers if we do indeed have such inability. 
This could free us to develop and advocate the principles of a whole problem-solving 
system in which many different private and public entrepreneurs will discover the more 
difficult answers to the problems of poverty—as indeed economists (usually the ones 
not facing so much pressure for immediate and direct solutions) have already been 
doing for a long time. It could be surprisingly liberating for economists to overcome our 
importance bias to admit how little everyone actually needs us economists to run the 
economy.

This brief discussion of ethical issues for economists has chosen an idiosyncratic 
grab-bag of issues, and this selection and discussion probably reflects this author’s 
own self-interested biases. But what this fascinating volume shows is that the open 
discussion of professional ethics in economics has great potential to provoke debate 
on many exciting questions and that there is no reason to continue inexcusable and 
counterproductive silence on the topic.

William Easterly
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Chapter 1

Introduction,  
or Why This  Handbo ok?

George F. DeMartino  
and Deirdre N. McCloskey

Caminante, no hay camino. Se hace el camino al andar.
(Searcher, there is no road. We make the road by walking.)

—Antonio Machado, Selected Poems

Academic handbooks typically showcase the range of existing work defining mature 
fields of research. Handbooks catalogue what is taken to be representative, the best, or 
otherwise most important work in the field while pointing toward new areas of inquiry. 
They provide an opportunity to take stock, to map the field, and to identify the outstand-
ing questions that deserve further attention.

Then why a handbook of professional economic ethics, of all things, when in fact 
there is no such field? You can look it up. Since its founding in 1885 and up to the present, 
the American Economic Association (AEA)—perhaps the most influential professional 
association of economists in the world—has never cultivated inquiry into professional 
ethics: what does it mean to be an ethical economist, or, what would it mean for eco-
nomics to be an ethical profession? Never … as in, not once. The AEA’s founders were on 
a mission to promote the influence of economists in public policy. Infected by the spirit 
of American Progressivism, they believed that professionals had a duty to promote the 
social good through the application of expertise to social and economic problems. Their 
ethical obligations began and ended with that duty. Influence for economic experts—that 
was the goal. The associated ethical burdens were taken to be trivial and obvious.

By the end of the 19th century, leading economists had concluded that achieving 
influence required the transformation of economics into a positivist science. They also 
believed, as many economists believe down to the present, that science required excision 
of all ethics talk from the field. Out with Richard T. Ely and his band of foggy-headed 
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social gospel ministers who had founded the AEA; in with Charles F. Dunbar and the 
men of objective science who would achieve for the profession the standing it deserved.

The AEA is not alone in neglecting the professional ethics of economists. Of the sev-
eral dozen economic associations existing today in the United States and among the 
leading associations in Europe and beyond, only a handful have promoted investigation 
of the ethical aspects of economic practice; indeed, very few even have rules covering 
disclosure of conflict of interest for their journals.1 Beyond the associations, it is safe 
to say that it has never occurred to the majority of economists and certainly to most 
academic economists that their work involves complex ethical entailments warranting 
attention.

The goal of the Handbook surely can’t be cartographic, then, since there is no ter-
rain out there waiting to be mapped. The purpose is more audacious. We seek to lay 
down first tracks across a wilderness that we hope will evolve into a network of pathways 
through a cultivated field of inquiry. We have not sought to restrict our authors’ desti-
nations or the direction they take in getting there. Instead, we invited contributors to 
the volume to help us make the road by walking, al andar. Our method was simple: we 
tasked leading thinkers within economics and beyond to ruminate on those aspects of 
economic practice that they view as ethically fraught. We gave contributors free rein, 
holding no preconceptions about what kinds of conversations, questions, arguments, 
concerns, methods, and styles do and do not count as professional ethics. We hope 
readers will engage the essays herein with the same spirit of open-mindedness so that, 
together, we can generate the new field of professional economic ethics. The field is vital 
to our profession. But it is also and even more acutely vital to those whom economists 
purport to serve.

The Economist’s Error: Professional 
Ethics Is Not a Code of Conduct

As a rule, economists are not enamored with the idea of The Profession. Chicago School 
economists in particular, and others, too, think of professions as forms of labor unions 
to protect the privileges associated with monopoly power (Friedman, 1962; and the 
Chicago oral tradition). The expectation is that as soon as an occupation claims for itself 
the status of a “profession,” it begins to seek government protection in the form of certi-
fication, licensing, and other mechanisms restricting access to the market—all the while 

1 The notable exceptions include, in the United States, the National Association of Forensic 
Economics (NAFE) and the American Academy of Economic and Financial Experts (AAEFE); and, in 
Sweden, two associations of applied economists: Akademikerförbundet SSR and Civilekonomerna. Since 
2011, a number of leading economic associations in Britain, France, Germany, and the United States have 
considered and some have adopted new conflict-of-interest disclosure rules for the journals they publish. 
But the new rules generally do not reach beyond disclosure to consider other ethical issues.
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purporting to protect the public interest. In Friedman’s words, “registration, certifica-
tion, or licensure, almost inevitably becomes a tool in the hands of a special producer 
group to obtain a monopoly position at the expense of the rest of the public. There is no 
way to avoid this result” (1962: 148).

The economist’s take on professional ethics is equally unflattering. The received view 
is that professional ethics entails a code of conduct that imposes on professionals and 
their clients the values that The Profession deems best. A professional code of conduct 
turns consumer sovereignty on its head—it puts the suppliers of a service in charge of 
just what they will sell (and who can sell it and under what terms), thereby circumscrib-
ing the freedom of consumers to satisfy their preferences for the particular services 
they think they need. The competition among suppliers that would otherwise pro-
tect consumers’ interests is replaced by a producer cartel that dictates the terms of the 
transaction. Making matters worse, codes may induce unwarranted public trust in the 
profession, paving the way for scoundrels to profit from public naiveté. Leland Yeager 
(1976: 569) put it best:

The more prevalent and well-based is the belief that people are generally decent and 
honest, the greater is the chance that culprits have to benefit from the presumption 
that they too have these virtues. They will enjoy a free ride on, while posing unfair 
competition with, the warranted credibility of other people.

There is some value in the economist’s skepticism about the professions and codes of 
conduct. As good and loyal economists, we share it—although we would note, too, that 
a supplier has a legitimate interest in maintaining the quality of her product. But when-
ever an organized interest claims to know and to do what’s best for you, watch out! Yet 
economists have made a basic yet consequential error that has stunted the development 
of ethical awareness in the profession. The error is to think of professional ethics as a tool 
to prevent the morally compromised from doing bad things. In the economist’s view, 
professional ethics must entail ethical legislation, especially legalistic codes of conduct 
that are backed by sanctions in the form of certification or licensure. In other words, the 
economist thinks of codes as budget constraints, in the style of the “rules of the game” 
that Douglass North speaks of.

Properly understood, professional ethics is nothing of the sort. It is a conversa-
tion rather than a constraint, a dance rather than a pose. Professional ethics refers 
to a tradition of critical inquiry into the myriad questions that surround profes-
sional engagement. It entails reflection and debate, literatures, curriculum, texts, 
journals, and bulletins probing the nature of professional practice for its ethical 
substance. Professional ethics is intended to assist well-meaning professionals, and 
the profession as a whole, to do good—not to prevent charlatans from doing harm 
(DeMartino, 2011).

Professional ethics is an activity, not a rigid institution. It occurs in a profession only 
when reflective practitioners, ethicists, clients, and other members of the public wres-
tle with questions such as: just what ethical duties, obligations, and challenges attend 
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the profession’s practice? What virtues ought its practitioners and their clients cultivate 
in themselves and their peers? How can individual practitioners and the profession as 
a whole undertake their work responsibly? Defined in this way, very few professions 
today can claim professional ethics—although almost all proudly boast on their web-
sites about codes of conduct. Economics must follow law, medicine, journalism, and 
the handful of other professions that struggle continuously with the ethicality of their 
practice. Education, articulation, elucidation, and aspiration, not regulation, legislation, 
or condemnation—these are the watchwords of the field that the Handbook seeks to 
announce and launch.

The Case for Professional 
Economic Ethics

But why the need for professional economic ethics when the profession has done quite 
well over the past century, thank you very much, without it? Surely there are risks asso-
ciated with establishing the new field. Given the profession’s proclivity to separate “us” 
from “them”—the mainstream from the backwater, the orthodoxy from the heterodoxy, 
Chicago from Cambridge, George Mason from the University of Massachusetts—isn’t 
there a real danger that professional ethics might become the next weapon in the fight 
over who is and who is not a legitimate economist? Preach free trade (or the raising of the 
minimum wage) or be damned as unethical!

The case for economic ethics is simple and, we think, undeniable. Economists enjoy 
tremendous influence today over the life chances of others—innumerable others. That 
is the heart of the matter. The influence of economists arises from their expertise in a 
field vital to social well-being, freedom, and other valued goals. As economists know 
better than anyone, when you monopolize a resource that others need, you exert power 
over them. Moreover, in recent years, economists’ influence has been amplified by 
institutional developments. Independent central banks, the multilateral development 
banks, and other international financial institutions are often in a position to set eco-
nomic policy and even engage in social engineering without much oversight by elected 
officials or the public. Economists are at the helm of such institutions and occupy staff 
positions in the departments where the actual work gets done. Combined with its intel-
lectual monopoly, institutional power enhances the ability of the economics profession 
to alter the course of human affairs—for the better, of course, but also, sometimes, for 
the worse.

Why also for the worse? In all but the simplest economies, even well-designed 
economic interventions impose harm on some agents. Sadly, Pareto improvements 
rarely present themselves, at any rate not with actual side payment. Most reform 
instead involves benefits to some and foreseeable costs to others. Indeed, as one of 
us argues (DeMartino, 2016), “econogenic harm,” or the harm that follows from 
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economists’ interventions, is ubiquitous. The grander the economic intervention, 
the greater the scale of the project, the larger the number of losers and the greater the 
size of the aggregate losses. Large-scale development projects are a notable example 
(Kanbur, 2003; see Gasper, 2016). The regrettable fact is that the practice of econom-
ics harms even as it helps. That is the tragedy of economics. Economists are in the 
harm business. Economists usually know it and teach it every day. But what they 
don’t consider carefully enough, or teach adequately, are the ethical entailments of 
the harm their practice induces.

There is a response available to our concern about econogenic harm. In the style of 
John Harsanyi, followed by Buchanan and Tullock, and then outside economics by 
John Rawls, one can argue that the better level of decision is “constitutional.” That is, 
the question can be what sort of society we want to live in—a society in which every 
Kaldor-Hicks gain is second-guessed as entailing econogenic harm or a society in which 
market-tested innovations that promote the social good go forward, even though black-
smiths and buggy-makers are thereby unemployed? But such a reply should not be 
taken as a smart-aleck banishing of ethics. It, too, requires us to “struggle continuously 
with the ethicality of our practice.”

Foreseeable harms can be damaging enough, to be sure, as foreseeable benefits can be 
uplifting. But in economics (and, indeed, in other professions), there are the unforeseen 
and unpredictable costs and benefits complicating professional practice. Economists 
operate on a terrain of epistemic insufficiency (McCloskey, 1990; DeMartino, 2013). They 
don’t today and probably can’t ever know enough to ensure the success of the policies 
and other interventions they advocate. Economies are complex whereas knowledge 
is partial, tacit, and widely dispersed. Economic policy entails predicting what will be 
the impact tomorrow (and next year and in 10 years) of an intervention undertaken 
today—and that is something that defies the capabilities of even the brightest econo-
mists in possession of the best-calibrated models. Making matters worse, there can 
be and generally is substantial slippage between the heady, pristine moment of policy 
design and the messiness of implementation. The poet said, “Between the conception 
and the creation/Falls the shadow.” Economists are just one input in the drama of gover-
nance. In the policy domain, it is politics and not economic science that is in charge. The 
intrepid economist who risks advocacy quickly learns that, at best, she has influence but 
little ultimate control. And, in the absence of control lies the risk that the economist can 
do much harm as she tries to do good.

Influence over the lives of others, which can be immense, coupled with the risk of 
doing even substantial foreseeable and unforeseeable harm, implies that economic prac-
tice is ethically fraught. And yet the profession largely manages to ignore the attending 
burdens. Perhaps because economists understand that harm is universal in econom-
ics, the Hippocratic tradition appears to offer no insight into how economists should 
comport themselves. What does “do no harm” mean in a world where there are no free 
lunches and where all actions (including doing nothing) entail tradeoffs? And perhaps 
because economists often paint on big canvases, where they affect the lives of thousands 
or even millions of people all at once rather than individual clients one by one, clinical 
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ethics seems largely irrelevant. The scale of economic interventions generates among 
economists a fear that serious and open engagement with professional ethical issues 
would paralyze them with doubt in those moments of human need when what is called 
for instead is focused audacity.

In our view and the view of many of the contributors to the Handbook, the implicit 
professional pact among economists to repress rather than engage the ethical concomi-
tants of their work is ethically indictable. When the lives of so many are at stake, pro-
fessional privilege and convenience cannot trump professional duties. Economists have 
secured the influence we’ve sought; hurray for us! The price to be paid for our privi-
lege is open acknowledgment and careful examination of the ethical challenges of our 
work—in academia, government service, and the myriad other institutions and forums 
where we ply our craft.

But Isn’t Ethics Just a Matter  
of Subjective Preference and Power?

Economists and calculators have long led the attack by the new clerisy on preaching 
the virtues.2 The late Marc Blaug (1980: 132–133), for example, in many other respects 
a surprisingly sensible member of his profession, asserted that “There are no … meth-
ods for reconciling different normative value judgments—other than political elections 
and shooting it out at the barricades.” By “methods for reconciling,” he appears to mean 
“air-tight proofs such as the Pythagorean Theorem.” Neatness reigns. The sort of ami-
able, casuistic reasoning-together that many in the rhetorical tradition recommend and 
that are practiced in courts of law and other fields of discussion, the trading of more 
or less good reasons, such as the stories of good or bad lives, ranging from the Hebrew 
Bible and Plutarch to the latest movie, are spurned by such a theory.

Schumpeter of Vienna and Harvard had earlier expressed an ethical philosophy 
similar to Blaug’s: “We may, indeed, prefer the world of modern dictatorial socialism 
to the world of Adam Smith, or vice versa, but any such preference comes within the 
same category of subjective evaluation as does, to plagiarize Sombart, a man’s prefer-
ence for blondes over brunettes” (Schumpeter, 1954: 330). Hurrah-boo. Thus also, Lionel 
Robbins of the London School of Economics: “If we disagree about ends it is a case of thy 
blood against mine—or live and let live, according to the importance of the difference, 
or the relative strength of our opponents. … If we disagree about the morality of the tak-
ing of interest.… then there is no room for argument” (Robbins, 1932: 134).3 And a fount 

2 Parts of what follow come from various of McCloskey’s writings, such as Knowledge and Persuasion 
in Economics (1994).

3 Amartya Sen (1987) says that such a view was “quite unfashionable then.” Not, we think, among the 
reigning fashionistas of 1932.
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of this attitude, again, Bertrand Russell (1977: 136; quoted in Perry): “As to ultimate val-
ues, men may agree or disagree, they may fight with guns or with ballot papers, but they 
cannot reason logically.”

Such a theory, to which many economists subscribe, is called by philosophers “emo-
tivism.” Emotivism was believed by very many early 20th-century people, some under 
the influence of logical positivism, some under the influence of a falling away from 
religious faith. It is “the doctrine that all evaluative judgments and more specifically all 
moral judgments are nothing but expressions of preference” (MacIntyre, 1981: 11, italics 
in original). Or, as Hobbes wrote in 1651, “ ‘Good’ and ‘evil’ are names that signify our 
appetites and aversions (1982/1651: Part I, ch. 15, 82).” Emotivism, observe again, taken as 
a doctrine one should believe is, of course, self-contradictory because preaching against 
preaching is preaching. But logic is not the strong point of logical positivism or of those 
who have fallen away from religious faith.

Undergraduates and many of their professors become uneasy and start giggling 
when an ethical question arises. They regard such questions as having mainly to do with 
sex—thank you fundamentalists of the late 20th century—or with unargued authority, 
such as the Baltimore Catechism and the nuns who enforce it. The agreement to dis-
agree that ended the wars of religion in Europe can be traced in their unease and in their 
stock remarks expressing it: “That’s just a matter of opinion,” “Religion should not be 
mentioned in polite conversation,” “If we disagree about ends it is a case of thy blood 
against mine,” “The only methods for reconciling different normative value judgments 
are political elections or shooting it out at the barricades.” According to the emotivists, 
to be caught making ethical statements is to be caught in meaningless burbling. Shame 
on you.

We can do better than such obsolete philosophy. We can have a serious con-
versation about the goods and bads of our practice. We need to. Let the emotiv-
ists then make their case in the new agora we and our fellow contributors to the 
Handbook intend to construct. But be warned: in that new intellectual space, sneer-
ing won’t do.

We Know …

Yes, of course: paying attention to the ethical issues might substantially complicate 
the professional life of the economist. Yes, there are opportunity costs here. And yes, 
there are no guarantees that the profession would do much better in its mission to pro-
mote the public good were it to invest the time and energy necessary to construct the 
field of professional ethics. But objections such as these do not undermine the case for 
professional ethics. What they do is warn us against ethical simple-mindedness, and 
they alert us that good intentions will not suffice. They prepare us for what will be a 
daunting and risky undertaking. But what gain is there, we ask our fellow economists, 
without risk?
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Chapter 2

The Skin-in-the-Game  
Heuristic for Protection 

Against Tail  Events

Nassim  Nicholas Taleb  
and Constantine Sandis

Agency Problems  
and Tail Probabilities

The chances of informed action and prediction can be seriously increased if we bet-
ter comprehend the multiple causes of ignorance.1 The study of ignorance, then, is of 
supreme importance in our individual and social lives, from health and safety mea-
sures to politics and gambling (Rescher, 2009). But how are we to act in the face of all the 
uncertainty that remains after we have become aware of our ignorance? The idea of skin 
in the game when involving others in tail risk exposures is crucial for the proper function-
ing of a complex world. In an opaque system fraught with unpredictability, there is, alas, 
an incentive and easy opportunity for operators to hide risk: to benefit from the upside 
when things go well without ever paying for the downside when one’s luck runs out.

The literature of risk, insurance, and contracts has amply dealt with the notion of infor-
mation asymmetry (see Ross, 1973; Grossman and Hart, 1983a, 1983b; Tirole, 1988; Stiglitz, 
1988) but not with the consequences of deeper information opacity (in spite of getting 
close, as in Hölmstrom, 1979) by which tail events are impossible to figure out from watch-
ing time series and external signs: in short, in the “real world” (Taleb, unpublished), the law 
of large numbers works very slowly or does not work at all in the time horizon of operators, 
hence statistical properties involving tail events are completely opaque to the observer. 
And the central problem that is missing behind the abundant research on moral hazard 
and information asymmetry is that these rare, unobservable events represent the bulk of 

1 A mathematical version of this paper has appeared in Review of Behavioral Economics, 2014, 1: 1–21.
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the properties in some domains. We define a fat-tailed domain as follows: a large share of 
the statistical properties come from the extremum; for a time series involving n observa-
tions, as n becomes large, the maximum or minimum observation will be of the same order 
as the sum. Excursions from the center of the distributions happen brutally and violently; 
the rare event dominates. And economic variables are extremely fat tailed (Mandelbrot, 
1997). Furthermore, standard economic theory makes an allowance for the agency prob-
lem but not for the combination of the agency problem, informational opacity, and fat-
tailedness. It has not yet caught up to the fact that tail events are not predictable and are not 
measurable statistically unless one is causing them or is involved in increasing their prob-
ability by engaging in a certain class of actions with small upsides and large downsides. 
(Both parties may not be able to gauge probabilities in the tails of the distribution, but the 
agent knows which tail events do not affect him.) Sadly, the economics literature’s treat-
ment of tail risks or “peso problems” has been to see them as outliers to mention en passant 
while hiding them under the rug or removing them from analysis rather than as a core 
center of modeling and decision making, or to think in terms of robustness and sensitivity 
to unpredictable events. Indeed, this pushing under the rug of the determining statistical 
properties explains the failures of economics in mapping the real world, as witnessed by 
the inability of the economics establishment to see the accumulation of tail risks leading 
up to the financial crisis of 2008 (Taleb, 2009). The parts of the risk and insurance literature 
that have focused on tail events and extreme value theory, such as Embrechts (1997), accept 
the large role of the tails, but then the users of these theories (in the applications) fall for 
the logical inconsistency of assuming that they can be figured out somehow: this is naive 
Because they are rare, what do we know about them? The law of large numbers cannot be 
of help. Nor do theories have the required robustness. Alarmingly, very little has been done 
to make the leap that small calibration errors in models can change the probabilities (such 
as those involving the risks taken in Fukushima’s nuclear project) from 1:1,000,000 to 1:50.

Add to the fat-tailedness the asymmetry (or skewness) of the distribution by which 
a random variable can take very large values on one side but not the other. An operator 
who wants to hide risk from others can exploit skewness by creating a situation in which 
he has a small or bounded harm to him while others face large harm, thus exposing oth-
ers to the bad side of the distributions by fooling them with the tail properties.

Finally, the economic literature focuses on incentives as encouragement or deterrent 
but not on disincentives as potent filters that remove incompetent and nefarious risk 
takers from the system. Consider that the symmetry of risks incurred on the road causes 
the bad driver to eventually exit the system and stop killing others. An unskilled fore-
caster with skin in the game would eventually go bankrupt or out of business. But if 
shielded from potentially (financially) harmful exposure, he would continue contribut-
ing to the buildup of risks in the system.2

2 The core of the problem is as follows. There are two effects: “crooks of randomness” and “fools of 
randomness” (Nicolas Tabardel, private communication). Skin in the game eliminates the first effect in 
the short term (standard agency problem), the second one in the long term by forcing a certain class of 
harmful risk takers to exit from the game.
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Hence, there is no possible risk management method that can replace skin in the 
game in cases where informational opacity is compounded by informational asymme-
try, as in the principal-agent problem that arises when those who gain the upside result-
ing from actions performed under some degree of uncertainty are not the same as those 
who incur the downside of those same acts.3 For example, bankers and corporate man-
agers get bonuses for positive “performance” but do not have to pay out reverse bonuses 
for negative performance. This gives them an incentive to bury risks in the tails of the 
distribution, particularly the left tail, thereby delaying blowups.

The ancients were fully aware of this incentive to hide tail risks and implemented very 
simple but potent heuristics (for the effectiveness and applicability of fast and frugal 
heuristics both in general and in the moral domain, see Gigerenzer, 2010). But we find 
the genesis of both moral philosophy and risk management concentrated within the 
same rule.4 About 3,800 years ago, Hammurabi’s code specified that if a builder builds 
a house and the house collapses and causes the death of the owner of the house, that 
builder shall be put to death. This is the best risk-management rule ever.

What the ancients understood very well was that the builder will always know 
more about the risks than the client, and the builder can hide sources of fragility and 
improve his profitability by cutting corners. The foundation is the best place to hide 
such things. The builder can also fool the inspector because the person hiding risk has 
a large informational advantage over the one who has to find it. The same absence of 
personal risk is what motivates people to only appear to be doing good rather than 
actually do it.

Note that Hammurabi’s law is not necessarily literal: damages can be “converted” 
into monetary compensation. Hammurabi’s law is at the origin of the lex talonis (“eye 
for eye,” discussed later), which, contrary to appearances at first glance, is not literal. 
Tractate Bava Kama in the Babylonian Talmud5 builds a consensus that “eye for eye” 
must be figurative: what if the perpetrator of an eye injury were blind? Would he have 
to be released of all obligations on grounds that the injury has already been inflicted? 
Wouldn’t this lead him to inflict damage to other people’s eyesight with total impu-
nity? Likewise, the Quran’s interpretation equally gives the option of the injured party 
to pardon or alter the punishment.6 This nonliteral aspect of the law solves many prob-
lems of asymmetry under specialization of labor because the deliverer of a service is not 
required to have the same exposure in kind but must incur risks that are costly enough 
to be a disincentive.

3 Note that Pigovian mechanisms fail when, owing to opacity, the person causing the harm is not easy 
to identify.

4 Economics seems to be born out of moral philosophy (mutating into the philosophy of action 
via decision theory) to which was added naive and improper 19th-century statistics (Taleb, 2007, 
unpublished). We are trying to go back to its moral philosophical roots, to which we add more 
sophisticated probability theory and risk management.

5 Tractate Bava Kama, 84a, Jerusalem: Koren Publishers, 2013.
6 Quran, Surat Al-Ma’idat, 45: “Then, whoever proves charitable and gives up on his right for 

reciprocation, it will be an atonement for him.” (our translation).
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The problems and remedies are as follows:
First, consider policy makers and politicians. In a decentralized system, say munici-

palities, these people are typically kept in check by feelings of shame from harming 
others with their mistakes. In a large centralized system, the sources of error are not 
so visible. Spreadsheets do not make people feel shame. The penalty of shame is a fac-
tor that counts in favor of governments (and businesses) that are small, local, personal, 
and decentralized versus ones that are large, national or multinational, anonymous, and 
centralized. When large organizations or governments fail, everybody except the culprit 
ends up paying the cost, leading to national and international measures of endebtment 
against future generations or “austerity” programs.7 These points against “big govern-
ment” models should not be confused with the standard libertarian argument against 
states securing the welfare of their citizens, but only against doing so in a centralized 
fashion that enables people to hide behind bureaucratic anonymity. Much better to have 
a communitarian municipal approach: in situations in which we cannot enforce skin in 
the game, we should change the system to lower the consequences of errors.

Second, we misunderstand the incentive structure of corporate managers. Counter 
to public perception, corporate managers are not entrepreneurs. They are not what one 
could call agents of capitalism. Between 2000 and 2010, in the United States, the stock 
market lost (depending how one measures it) up to $2 trillion for investors, compared to 
leaving their funds in cash or treasury bills. It is tempting to think that since managers 
are paid on incentive, they would be incurring losses. Not at all: there is instead an irra-
tional and unethical asymmetry. Because of the embedded option in their profession, 
managers received more than $400 billion in compensation. The manager who loses 
money does not return his bonus or incur a negative one.8 The built-in optionality in the 
compensation of corporate managers can only be removed by forcing them to eat some 
of the losses.9

Third, there is a problem with applied and academic economists, quantitative model-
ers, and policy wonks. The reason that economic models do not fit reality (fat-tailed real-
ity) is that economists have no disincentive and are never penalized for their errors. So 
long as they please the journal editors or produce cosmetically sound “scientific” papers, 
their work is fine. So we end up using models such as portfolio theory and similar meth-
ods without any remote empirical or mathematical reason. The solution is to prevent 
economists from teaching practitioners, simply because they have no mechanism to exit 

7 See McQuillan (2013) and Orr (2013); cf. the “many hands” problem discussed by Thompson (1987).
8 There can be situations of overconfidence by which the CEOs of companies bear a 

disproportionately large amount of risk by investing in their companies, as shown by Malmendier and 
Tate (2008, 2009), and end up taking more risk because they have skin in the game. But it remains that 
CEOs have optionality, as shown by the numbers quoted. Furthermore, the heuristic we propose is 
necessary but may not be sufficient to reduce risk, although CEOs with a poor understanding of risk have 
an increased probability of personal ruin.

9 We define “optionality” as an option-like situation by which an agent has a convex payoff (i.e., has 
more to gain than to lose from a random variable) and thus has a positive sensitivity to the scale of the 
distribution (i.e., can benefit from volatility and dispersion of outcomes).



Skin-in-the-Game Heuristic for Protection Against Tail Events   17

the system in the event of causing risks that harm others. Again, this brings us to decen-
tralization by a system where policy is decided at a local level by smaller units and thus 
has no need for economists.10

Fourth, the predictors. Predictions in socioeconomic domains don’t work. 
Predictors are rarely harmed by their predictions. Yet we know that people take more 
risks after they see a numerical prediction. The solution is to ask—and only take into 
account—what the predictor has done (what he has in his portfolio) or is committed 
to doing in the future. It is unethical to drag people into exposures without incurring 
losses. Furthermore, predictors work with binary variables (Taleb and Tetlock, 2013)—
that is, “true” or “false”—and they play with the general public misunderstanding of 
tail events. They have the incentives to be right more often than wrong, whereas people 
who have skin in the game do not mind being wrong more often than they are right, 
provided the wins are large enough. In other words, predictors have an incentive to play 
the skewness game (more on this below). The simple solution is as follows: predictors 
should be exposed to the variables they are predicting and should be subjected to the 
dictum “do not tell people what you think, tell them what you have in your portfolio” 
(Taleb, 2012: 386). Clearly, predictions are harmful to people because, by the psycho-
logical mechanism of anchoring, they increase risk taking.

Fifth, to deal with warmongers, Ralph Nader has rightly proposed that those who vote 
in favor of war should subject themselves (or their own kin) to the draft.

We believe skin in the game is a heuristic for a safe and just society. It is even more 
necessary in fat-tailed environments. Opposed to this is the unethical practice of tak-
ing all the praise and benefits of good fortune while disassociating oneself from the 
results of bad luck or miscalculation. We situate our view within the framework of ethi-
cal debates relating to the moral significance of actions whose effects result from igno-
rance and luck. We demonstrate here how the idea of skin in the game can effectively 
resolve debates about (a) moral luck and (b) egoism versus altruism while successfully 

10 A destructive combination of false rigor and lack of skin in the game. The disease of formalism in the 
application of probability to real life by people who are not harmed by their mistakes can be illustrated as 
follows, with a very sad case study. One of the most “cited” documents in risk and quantitative methods 
about “coherent measures of risk” set strong principles on how to compute the “value at risk” and other 
methods. Initially circulating in 1997, the measures of tail risk—although coherent—have proved to 
underestimate risk at least 500 million times (the number is not a typo). We have had a few blowups 
since, including Long Term Capital Management, and we had a few blowups before, but departments of 
mathematical probability were not informed of them. As we are writing these lines, it was announced 
that J. P. Morgan made a loss that should have happened every 10 billion years. The firms employing these 
“risk minds” behind the “seminal” paper blew up and ended up bailed out by the taxpayers. But we now 
know about a “coherent measure of risk.” This would be the equivalent of risk managing an airplane flight 
by spending resources to make sure the pilot uses proper grammar when communicating with flight 
attendants in order to “prevent incoherence.” Clearly, the problem is that tail events are very opaque 
computationally and that such misplaced precision leads to confusion. The “seminal” paper: Artzner, 
P., F. Delbaen, J. M. Eber, and D. Heath. 1999. Coherent measures of risk. Mathematical Finance 9(3), 
203–228.
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bypassing (c) debates between subjectivist and objectivist norms of action under uncer-
tainty by showing how their concerns are of no pragmatic concern.

Reputational Costs in Opaque Systems

Note that our analysis includes costs of reputation as skin in the game, with future earn-
ings lowered as the result of a mistake, as with surgeons and people subjected to vis-
ible malpractice who have to live with the consequences. So our concern is situations in 
which cost hiding is effective over and above potential costs of reputation, either because 
the gains are too large with respect to these costs or because these reputation costs can 
be “arbitraged” by shifting blame or escaping it altogether because harm is not directly 
visible. The latter category includes bureaucrats in nonrepeat environments where the 
delayed harm is not directly attributable to them. Note that in many domains the payoff 
can be large enough to offset reputational costs, or, as in finance and government, repu-
tations do not seem to be aligned with effective track records. (To use an evolutionary 
argument, we need to avoid a system in which those who make mistakes stay in the gene 
pool, but throw others out of it.)

Forecasters

We can see how forecasters who do not have skin in the game have the incentive for bet-
ting on the low-impact high-probability event and ignoring the lower probability ones 
even if these are high impact. They can thus game their reputation. There is confusion 
between “digital payoffs” (i.e., payoffs linked to probability) and full distribution, called 
“vanilla payoffs” (i.e., payoffs in which the operator cares about expectation; see Taleb and 
Tetlock, 2013).11 The crux is that if one earns money 99 percent of the time, but in pennies, 
and loses dollars 1 percent of the time, according to records he would be an excellent fore-
caster. But he would be bankrupt if he risked his own money by having skin in the game.

Application of the Heuristic

The heuristic implies that one should be the first consumer of one’s product: a cook 
should test his own food, helicopter repairpersons should be ready to take random 

11 Money managers do not have enough skin in the game unless they are so heavily invested in their 
funds that they can end up in a net negative from the event. The problem is that they are judged on 
frequency, not payoff, and tend to cluster together in packs to mitigate losses by making them look like 
an “industry event.” Many fund managers beat the odds by selling tails, say covered writes, by which one 
can increase the probability of gains but possibly lower the expectation. They also have the optionality of 
multitime series; they can manage to hide losing funds in the event of failure. Many fund companies bury 
hundreds of losing funds away in the “cemetery of history” (Taleb, 2007).
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flights on the rotorcraft they maintain, hedge fund managers should be maximally 
invested in their funds. But it does not naively imply that one should always be using 
one’s product: a barber cannot cut his own hair, the maker of a cancer drug should not 
be a user of his product unless he is ill. So one should use one’s products conditionally 
on being called to use them. However, the rule is far more rigid in matters entailing 
systemic risks: simply that some decisions should never be taken by a certain class of 
people.

Heuristic Versus Regulation

A heuristic, unlike a regulation, does not require state intervention for implementation. 
It is simple contract between willing individuals (“I buy your goods if you use them” or 
“I will listen to your forecast if you are exposed to losses if you are wrong”) and would 
not require the legal system any more than do simple commercial transactions. It is 
bottom-up.

The ancients and more-or-less ancients effectively understood the contingency and 
probabilistic aspect in contract law, and asymmetry under opacity, as reflected in the 
works of Pierre de Jean Olivi. Moreover, the foundation of maritime law has resided in 
skin-in-the-game unconditional sharing of losses even as far in the past as 800 B.C. with 
the Lex Rhodia, which stipulates that all parties involved in a transaction have skin in the 
game and share losses in the event of damage. The rule dates back to Phoenician com-
merce and caravan trades among Semitic people. We note that the idea is still present in 
Islamic finance commercial law (see Wardé, 2010).

Opacity and Risk Hiding

Here, we summarize in verbal form the mathematical argument concerning payoff 
skewness and lack of skin in the game presented elsewhere (Taleb, unpublished).

A. If an agent has the upside of the payoff of the random variable, with no downside, 
and is judged solely on the basis of past performance, then the incentive is to hide risks 
in the left tail using a negatively skewed (or, more generally, asymmetric) distribution 
for the performance. This can be generalized to any payoff for which one does not bear 
the full risks and negative consequences of one’s actions.

B. Furthermore, even if it is not intentional (i.e., the agent does not aim at probabilistic 
rent at the expense of the principal; which is at variance with the way agents are treated 
in the economics literature), by a survival argument, those agents without skin in the 
game who tend to engage in strategies that hide risk in the tail tend to fare better and 
longer and populate the agent population. So the argument is not one of incentive driv-
ing the agents but one of survival.
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We can sketch a demonstration of these statements with the following reasoning. 
Assume that an agent has a payoff as a proportional cut of his performance or the ben-
efits to the principal and can get a percentage at year end, his compensation being tied to 
the visible income. The timing of the compensation is periodic, with no total claw back 
(subsequent obligation to completely return past compensation). The expected value 
to the agent is that of a stream, a sum of payoffs over time, extending indefinitely (or 
bounded by the life of the agent). Assume that a loss will reduce his future risk taking 
or even terminate it, in terms of shrinking of such contracts, owing to change in repu-
tation. A loss would hurt the track record, revealing it, so to speak, and making such a 
stream of payoffs stop. In addition, the payoff of the agent is compounded over time as 
the contracts get larger in response to the track record.

Critically, the principal does not observe statistical properties, only realizations of 
the random variable. However, the agent has an edge over the principal; namely, that 
he can select negatively skewed payoffs. All he needs to do is to figure out the shape of the 
probability distribution, not its expected returns—nothing else. More technically, the 
expectation for the agent does not depend on the size of the loss: a small loss or a large 
loss are the same to him. So the agent can benefit by minimizing the probability of the 
loss, not the expectation. Minimizing one and not the other results in the most possibly 
negatively skewed distribution.

This result can be extended to include any situation in which the compensation or 
reward (in any form) to the agent depends on the probability rather than on the true 
expectation.

In an evolutionary setting, downside harm via skin in the game would create an 
absorbing state, without the system failing to be ergodic; hence, it would eliminate this 
class of risk takers.

Symmetrical Constraints  
in Moral Philosophy

We now turn to a philosophical approach to the problem. The skin-in-the-game heuris-
tic is best viewed as a rule of thumb that places a pragmatic constraint on normative the-
ories. Whatever the best moral theory (consequentialism, deontology, contractualism, 
virtue ethics, particularism, etc.) or political ideology (socialism, capitalism, libertari-
anism) might be, the “rule” tells us that we should be suspicious of people who appeal to 
it to justify actions that pass on the cost of any risk-taking to another party while keep-
ing the benefits for themselves. At the heart of this heuristic lies a simple moral objec-
tion to negative asymmetry that lies at the heart of some of the oldest and most famous 
moral ideas, as illustrated in Table 2.1.

Of course, the clearest examples of any rule are likely to stem from a deontological 
approach, but the skin-in-the-game constraint is not committed to deontology. Indeed, 
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moral symmetry is one of the key ideas behind many forms of social contract theory 
(e.g., “I scratch your back, you scratch mine”), and different emphases on symme-
try may also be found in consequentialism (which places the overall good above that 
of the agent) and virtue ethics (which looks for an ethical mean between excess and 
deficiency).

As worded, all of the principles in Table 2.1 are problematic. Take, for example, the 
fourth principle of reciprocity in Table 2.1. This “golden rule” seems to suggest that 
if I would like you to come up and kiss me, then I should go up to you and kiss you 
(regardless of whether you would like this). But whereas the precise principles may be 
faulted, the spirit of symmetry behind them (and arguably every moral tradition)12 
contains much insight. Indeed, the very plausibility of Derek Parfit’s recent attempt to 
demonstrate that the best versions of the most popular normative theories converge 
(Parfit, 2012) must ultimately hang upon a common spirit of this kind. As we shall see, 
however, there can be positive asymmetries in our behavior as well as negative ones.

Altruism Versus Egoism

Psychological egoists claim that we always do what we most desire (Mandeville, 1714). 
Those who believe in the possibility of altruism tend to either deny this (Nagel, 1970) 
or to distinguish between self-centered desires and the desire to benefit others (Butler, 
1726). So, although it is not false to think that whether or not we ever act altruistically is 
an empirical question (Slote, 1964), its answer will partly depend on a priori distinctions 
among notions such as “desire,” “motivation,” “reason,” and so on. It is such distinctions, 
rather than experimental research, that allow us to recognize that whereas anyone who 

Table 2.1  Moral Symmetry

1  Lex Talionis:  
“An eye for an 
eye, a tooth for 
a tooth” (Exodus 
21:24)

2  15th Law of 
Holiness and 
Justice: “Love 
your neighbor 
as yourself” 
(Leviticus 19:18)

3  Silver Rule:  
“Do not do unto 
others what you 
would not have 
them do unto 
you” (Isocrates 
and Hillel the 
Elder)

4  Golden Rule: 
“Do unto others 
as you would 
have them 
do unto you” 
(Matthew 7:12)

5  Formula of 
the Universal 
Law: “act only 
in accordance 
with that maxim 
through which 
you can at the 
same time will 
that it become 
a universal law” 
(Kant 1785: 4:421)

12 See Blackburn (2001: 101).
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is not a sociopath will feel contentment in helping others, it would be perverse to help 
others in order to acquire this feeling (Sandis, 2012: 75; cf. Broad, 1930).

The most pragmatic way of distinguishing between egoists and altruists is to ask 
whether someone has ever voluntarily (a)  paid a cost for someone else’s benefit or 
(b) been willing to reap the rewards of risk while passing the cost to another. The first, 
altruistic, action is one where the agent has skin in another person’s game (Taleb, unpub-
lished), including the lives of future generations.13 The second, egoistic act, is one where 
the person has no skin in the game. People we call “saints” are frequently disposed to act 
in the former way. Those who tend to act in the latter way we typically call “assholes.” In 
reality, most of us are neither: we usually have skin in our own games and those of our 
loved ones, but nobody else’s. On occasion, however, even the most average of people is 
liable to either slip up or rise to the occasion. Such moments are respectively marked by 
negative or positive asymmetries (see Table 2.2).

The middle column in Table 2.2 is the largest because most of the actions of the aver-
age person tend to fall within it. It is no wonder, then, that the “eye for an eye” reciprocity 
it epitomizes is—for better or worse—a conventional morality. To its left lies the sort of 
individualistic morality frequently associated with Nietzsche but most clearly ascribable 
to the “rational” normative egoism of Ayn Rand (1964) and many others who maintain 
that “greed is good.” To its right lies the morality of self-sacrifice. This comes in all sorts 
of stripes: Christian, socialist, utilitarian, and so on. Needless to say, these divisions are 
never as sharp in practice as they are in theory. Rand’s egoistic heroes, for example, sub-
scribe to the symmetrical thought that one should never demand that others take a risk 
one wouldn’t take oneself. Conversely, most welfare states are run by bureaucrats with 
no skin in the game. Both sides are fooling themselves.

The symmetrical constraint entails that we act wrongly when we open ourselves to 
great harm that could have reasonably been foreseen and avoided, but the wrongness 
isn’t a moral one. We act immorally when we open others to great risk but are only will-
ing to be considered as responsible for our actions if the risk turns out not to harm any-
one. Such actions involve the malignant transfer of fragility and antifragility from one 
party to another with the aim of getting any possible benefits of our actions without 

13 Such altruism includes cases in which one voluntarily removes oneself from the social pool (e.g., 
through suicide or self-imposed exile) so as not to harm it. These should be distinguished from the 
agency problem in evolutionary theory.

Table 2.2  Egoism Versus Altruism

No skin in the game Skin in the game Skin in someone else’s game

Selfish/egoistic Neither egoistic nor altruistic Selfless/altruistic
Negative asymmetry Symmetry (neutral) Positive asymmetry
Individualistic Morality Conventional morality Other-based morality
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being liable for any possible harms (Taleb, 2012). This agency problem is that of a nega-
tive asymmetry.

Those who are responsible for such transfers (most predictive analysts, economists, 
bankers, bureaucrats, consultants, editors, politicians, risk vendors, and sophists) 
attempt to justify their hypocrisy by appealing to bad luck and uncertainty. They offer 
excuses of the “we acted on information we believed was correct at the time” or “obvi-
ously it fell way short of expectations” variety but refuse to accept any liability for their 
actions and protest wildly at the mere thought that they should pay the cost. These may 
be contrasted with those who have skin in the game; that is, those who take risks for 
themselves and keep their downside. Typical examples are activists, artisans, citizens (as 
opposed to “idiotes”), entrepreneurs, traders, and writers. The greatest contrast, how-
ever, is with those who put their own skin in the game for the sake of others. We call such 
people heroes and saints, but they include not only knights and warriors but also some 
maverick artists, journalists, scientists, and writers who put their livelihood reputations 
on the line for the sake of others (Taleb, 2012). This all brings us to the so-called “prob-
lem of moral luck.”

Moral Luck

Consider the case of two equally reckless drivers, only one of whom kills a pedestrian. 
According to Bernard Williams, the unlucky driver is morally guilty of something worse 
than the other driver (namely, manslaughter). Kantians, by contrast, maintain that both 
drivers would only be liable for reckless driving. Both views are confused. What we 
should say is that, from the moral point of view, a certain kind of reckless driving is as 
bad as manslaughter. When a person drives recklessly, he takes upon himself the risk of 
manslaughter and is accordingly responsible for it if it happens and for opening himself 
up to it (which is just as bad from a purely ethical point of view) if it doesn’t (see Sandis, 
2010). Hegel got it right, then, when he wrote not only that “[t] he laurels of mere willing 
are dry leaves that never were green” but also:

It happens of course that circumstances may make an action miscarry to a greater or 
lesser degree. In the case of arson, for instance, the fire may not catch or alternatively 
it may take hold further than the incendiary intended. In spite of this, however, we 
must not make this a distinction between good and bad luck, since in acting a man 
must lay his account with externality. The old proverb is correct: “A flung stone is the 
devil’s.” To act is to expose oneself to bad luck. Thus bad luck has a right over me and 
is an embodiment of my own willing. (Hegel, Philosophy of Right, 119A)

We are not only responsible for the known of our actions and their effects but also 
for those that we ought be aware of (even if we are not). Our ignorance does not always 
relieve us of responsibility for things we have done because others can claim that, as 
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rational beings, we should know what we were doing even if we did not.14 Such is the 
knowledge involved in putting other people’s lives at risk with no skin (of our own) in 
the game. Hegel’s solution famously offers two aspects of any given act: Tat (deed) cor-
responding to the objective (which I am causally responsible for) and Handlung (action) 
corresponding to the subjective (which can be morally imputed to me); rights relating to 
the latter in turn divide into ones relating to various elements of the self, such as knowl-
edge, intention, and purpose (PR 115, 117, 120; see also 118A).

Bad luck is no excuse when it could have been reasonably foreseen. Foresight should 
not be restricted here to a particular event. If I know that 1 in 1,000 actions of type A will 
have a tragic result, it is not acceptable to perform thousands of these actions on the 
grounds that for each one there is only a probability of 1/1,000 that something will go 
wrong. The greater the potential disaster, the smaller the probability has to be for an 
act that could bring it about to be immoral. There is an inverse symmetry between the 
acceptable probability of risk and the weight of the potential damage being assessed.

All action is, to varying degrees, exposition luck and must be judged accordingly. 
When we take a risk, we cannot wash our hands of the consequences for others and 
hide behind masks of expectation, intention, ignorance, luck, uncertainty, and so on. 
The central point bears repeating here: asymmetry in taking risks without having skin 
in the game is unethical. Any system deemed “too big too fail” not only encourages but 
demands that we live according to such skinless asymmetry. The real black swan event of 
the 21st century is not that any financial crisis occurred (which was predictable) but that 
there was no full-blown revolution against the governments that continue to encourage 
“idiotes” to gamble with other people’s lives and money.

Objectivism Versus Subjectivism

The ethics of risk is frequently thought of as a branch of moral philosophy concerned 
with abstract principles that tell us how we ought to act when we lack (or do not know 
whether or not we lack) information that is relevant to our choice.15 Far from being 
infrequent, such scenarios are the norm and can only be excluded in controlled thought 
experiments. In an important sense, then, all acts are performed under uncertainty, 
which is not to say that we never know what the consequences of our actions will be (see 
Prichard, 1932/2002: 233). This raises the problem of how we ought to act in the face of 
known ignorance. The skin-in-the-game ethic bypasses the issue, revealing it to be prag-
matically irrelevant.

The worry is that of whether a person’s obligation to perform (or omit from per-
forming) some action depends “on certain characteristics of the situation in which he 

14 For a related point, see Thompson (1983).
15 For instance, see Altham (1984), who makes a technical distinction between mere risk and general 

uncertainty.
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is, or on certain characteristics of his thought about the situation” (Prichard, 1932: 84). 
Objectivists (such as Sidgwick and Parfit) claim that we ought to do whatever is in fact 
best, even when we cannot be reasonably expected to know what this is. By contrast, 
subjectivists (including Ross, 1939, and Prichard, 1932) claim that we ought to do what-
ever we believe will be best.

The difficulty of choosing between these positions is supposed to stem from two con-
siderations that are in tension. On the one hand, we want to leave room for the thought 
that we can be unaware of what we ought to do. The fact that what we believe we ought 
to do and what we actually should do can come apart in this way seems to lend credence 
to objectivism. On the other hand, there is the procedural obstacle of the impossibility 
of stepping out of one’s own mind in order to compare reality with one’s impressions of 
it. Thus, the objective view appears to entail the absurd view that “although we may have 
duties, we cannot know but can only believe that we have; and therefore we are rendered 
uncertain whether we, or anyone else, has ever had, or will ever have a duty” (Prichard, 
1932:  88–89).16 A  parallel absurdity is implied in this rhetorical question posed by 
Jonathan Dancy: “Suppose that, unknown… to me, someone has been buried alive in 
my garden during the night. Could this make it wrong of me to go away for a fortnight’s 
holiday?” (Dancy, 2000: 57). Prospectivists, most prominently Michael Zimmerman, 
attempt to avoid this dilemma by arguing that we ought to perform whichever action it 
is most reasonable to expect will be the best.

Such academic debates have little pragmatic weight. All three views share the com-
mon mistaken assumption that they are each motivated by the same notions of “what 
one ought to do” when there are actually three different concepts at play:

 1. Objectivists equate what we ought to do with whichever action turns out to be best. 
This is what we should aim at when we act.

 2. Subjectivists equate what we ought to do with whatever we judge to be best. This 
the only way through which we can aim at what is best.

 3. Prospectivists equate what we ought to do with what we can rationally expect to be 
best. This view attempts to reconcile objectivist and subjectivist intuitions that are 
only in tension because of the aforementioned assumption.

Whereas objectivists are concerned with the rightness of the things we do (typically 
thought to be universals), prospectivists and subjectivists are concerned with the right-
ness of our acts of doing these things (typically thought to be particulars). Yet it is pos-
sible that one rightly acts in doing something that results in negative value and, by the 
same token, that one acts wrongly in doing something that turns out positively.17

16 Ross 1930 rightly (but for the wrong reason) suggests that objectivists and subjectivists are talking at 
cross purposes. Cf. Zimmerman (2008: 1–2).

17 This point runs parallel to the distinction between a belief and a believing being justified (e.g., as 
introduced in the literature on Gettier cases).
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Given that one can do the right thing for the wrong reason, the deontic question 
of what the right thing to do is should therefore be distinguished from the evaluative 
question of when one is acting rightly. The evaluative question is best answered via an 
account of how and when people and institutions are liable for choices they make under 
uncertainty. We have sought to answer the question (e.g., in the case of moral luck) via 
the skin-in-the game principle. Strictly speaking, this necessary (although insufficient) 
moral heuristic is not about action but about dispositions. Indeed, it relates directly to 
the virtue of being such that the system will not only survive uncertainty, randomness, 
and volatility but will actually benefit from it. Such a system is defined as antifragile 
(see Taleb, 2012).18 Skin-in-the-game heuristics follow directly from the principle of 
antifragility.
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Chapter 3

The Ethics of Economic 
Decision Rules

Sven Ove Hansson

Introduction

According to the received view, moral philosophy and the decision sciences are dis-
tinct disciplines with clearly demarcated subject areas. Moral philosophy is concerned 
with the choice of values to be used as guides in practical decision making. It does not 
tell us much about the means for realization of these values. The decision sciences take 
values as given and add no new values. Instead, they show us what to do to maximize 
the attainment of the given values, using for that purpose criteria of rationality that 
are assumed to be devoid of moral implications. The common decision-making rules 
that are used in economics are taken to be based on such value-free rationality criteria, 
which means that they tell us how to reach the goals we have chosen but they have noth-
ing to say about what goals we should choose.

This conception of decision rules is based on the premise that instrumental rational-
ity can at least in principle be perfectly separated from moral values and, more gener-
ally, from the ends and purposes of our actions. This is often called the Humean view 
of practical reasoning, despite the fact that it does not seem to have been endorsed 
by Hume himself (Hampton, 1995; Millgram, 1995). It is an important part of the 
self-understanding of economics and the decision sciences. If we can fully separate ends 
and means from each other, then we can presumably also give an objective answer to the 
question how best to further a given set of goals.

But can we? Or does our use of economic decision rules have implications that reach 
into the realm of values? Are the supposedly value-free, entirely rationality-driven deci-
sion rules in fact imbued with moral values? To answer that question we need to take a 
closer look at the various decision rules that arise in economic practice, and we also need 
to clarify what we use them for and what impacts they have on our decision making.
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Let us begin with a very simple situation: Suppose that there is only one thing we want 
to achieve,1 and we know to what extent each of our alternative actions will lead to its 
achievement. In such a situation we have no need for a decision rule—apart from the 
trivial rule “choose an option that will maximize goal achievement.” Economic decision 
rules are intended to enhance our ability to deal with situations that differ from this 
uncomplicated case in at least one of the following two respects: Either we have compet-
ing goals, or we have uncertainty about how the goals can be achieved. Therefore, the 
question of whether the decision rules are value-free or value-laden has to be seen in 
relation to how we deal respectively with competing goals and uncertainty about goal 
achievement. In the second section the focus is on decision rules for competing goals 
and in the third section on rules for dealing with uncertainty.2

Decision Rules for Goal Conflicts

Three Types of Goal Conflicts

For our purposes it is useful to distinguish between three major types of competition or 
conflict among goals. The first are intercategorical goal conflicts, conflicts among goals 
that belong to different categories, that is, they are different in nature. This is perhaps 
the type of goal conflict that comes most easily to mind. Everyday life is full of con-
flicts of this type, many of which arise because our time and our money are limited. For 
instance, the goal of keeping down public expenditures may run into conflict with many, 
if not most, other social welfare goals.

The second category consists of conflicts among goals that may be similar in nature but 
concern the interests of different persons. They can be referred to as interindividual (inter-
personal) goal conflicts. They are often presented as problems of distribution. Some exam-
ples are the distribution of wages in a company, of the time of physicians and nurses among 
patients in a hospital, of risks among soldiers, and of social resources in a society at large.

The third category comprises intertemporal goal conflicts, conflicts among goals to 
be satisfied at different points or periods in time. Some intertemporal problems refer 
to the same person or persons, for instance, a person’s choice of whether to do tedious 
work now and have the next weekend free, or take free time now and defer the drudgery 
to next weekend. Many intertemporal goal conflicts refer to goals that involve partly 
but not completely overlapping sets of concerned persons. One example is the conflict 
between investment and future consumption. Investments will reduce current con-
sumption, but may be expected to result in significantly higher consumption within a 

1 Or several goals, so constructed that the actions needed to achieve them coincide completely.
2 This chapter is devoted to the use of decision rules to guide decisions. Decision rules can also be 

used as descriptive or analytical tools, for example, when a decision is described as being compatible 
with a certain rule. From this it does not follow that the rule was actually used.

 

 

 



The Ethics of Economic Decision Rules   31

decade or two. Many, but not all, of those who forego consumption today will benefit 
from the resulting higher future consumption. Obviously, intertemporal conflicts over 
longer time intervals, such as the conflict between the costs of climate change mitigation 
measures and the burdens of a less inhabitable planet some hundred years ahead, are 
interpersonal in addition to being intertemporal. (They can also be called intergenera-
tional conflicts.) The interpersonal aspect of such a combined conflict may be at least 
as important as the intertemporal aspect. It would be a serious mistake to take it for 
granted that such problems can be solved with the same decision rules that we use for 
intertemporal conflicts in a single person’s life.

The Reductive Approach

Let us begin with intercategorical goal conflicts, conflicts between different types of 
goals. Such conflicts are common enough. Many if not most of the decisions that we 
find to be difficult, both in private and public life, are difficult largely because we cannot 
easily weigh the different goals against each other. A parent considering divorce may 
face difficulty in comparing the effects on the children’s welfare with those on her own 
freedom and quality of life. Politicians and public officials preparing decisions about 
infrastructure investments may have to weigh the advantages of improved transporta-
tion against the negative environmental impacts of a new road or railroad. But although 
these and many other comparisons may be very difficult to make, somehow we have to 
make them. A complete stalemate in all decisions that hinge on intercategorical com-
parisons is not an option.

Many proposals have been made to facilitate decisions involving difficult compari-
sons. A common recommendation is to systematize the decision by identifying all the 
advantages and all the disadvantages of each of the options that are open to us. The 
next, more difficult step is to compare the advantages and disadvantages, or weigh them 
against each other. A practical way to do this was proposed in lively terms by Benjamin 
Franklin in 1772 in a letter to the chemist Joseph Priestley:

When these difficult Cases occur … my Way is, to divide half a Sheet of Paper by a Line 
into two Columns, writing over the one Pro, and over the other Con. Then during three 
or four Days Consideration I put down under the different Heads short Hints of the 
different Motives that at different Times occur to me for or against the Measure. When 
I have thus got them all together in one View, I endeavour to estimate their respective 
Weights; and where I find two, one on each side, that seem equal, I strike them both 
out: If I find a Reason pro equal to some two Reasons con, I strike out the three … and if 
after a Day or two of farther Consideration nothing new that is of Importance occurs 
on either side, I come to a Determination accordingly. (Franklin, 1970: 437–438)

Franklin struck out items or groups of items with equal weight. From this it is not a 
big step to assign to each item a number representing its weight, and to add up these 
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numbers in each column. This is the decision procedure proposed by the moral philoso-
pher Jeremy Bentham (1748–1832):

Sum up all the values of all the pleasures on the one side, and those of all the pains 
on the other. The balance, if it be on the side of pleasure, will give the good ten-
dency of the act upon the whole, with respect to the interests of that individual 
person; if on the side of pain, the bad tendency of it upon the whole.

Take an account of the number of persons whose interests appear to be con-
cerned; and repeat the above process with respect to each. Sum up the numbers … 
Take the balance which if on the side of pleasure, will give the general good tendency 
of the act, with respect to the total number or community of individuals concerned; 
if on the side of pain, the general evil tendency, with respect to the same community. 
(Bentham, 1780: 27–28)

Bentham used the word “utility” for “that property in any object, whereby it tends to 
produce benefit, advantage, pleasure, good, or happiness” (Bentham, 1780: 2). Therefore, 
moral theories based on this type of calculus are called “utilitarian.” But neither 
Bentham nor any of his successors have been able to come up with a compelling method 
to actually measure the moral values of options. Modern utilitarian philosophers often 
refer to a hypothetical unit called “util” or “utile,” and in the literature on utilitarianism 
we can read phrases such as “Suppose person A receives 3 units of utility and person B 
loses 2 units …” However, this is just a fictitious measure, not a real one. Its relationship to 
meters and liters is the same as that of a fire-spitting dragon to lizards and turtles.

But in spite of this, utilitarian calculations are performed in economics, namely in the 
discipline of cost–benefit analysis. This is an economic discipline that employs a collec-
tion of decision-facilitating techniques in which numerical estimates of advantages and 
disadvantages are established and weighed against each other. In a typical cost–benefit 
analysis, two or more options in a public decision are compared to each other in a cal-
culation that is in a sense quite Benthamite. The most conspicuous difference is that in 
cost–benefit analysis the common currency is not a fictional util but instead a most real 
currency, such as dollars or euros. The basic methodology of cost–benefit analysis is to 
value all the different types of advantages and disadvantages in monetary terms, deter-
mine the amount of these advantages and disadvantages for the different alternatives, 
and then sum up the monetary values for each alternative. The result is a total value for 
each option under consideration, summing up consequences that may be very different 
in nature, such as economic costs, risks of disease and death, environmental damage, 
and so forth. The associated decision rule is to choose an option for which the highest 
total “economic” value has been calculated.

Arguably, cost–benefit analysis does exactly what Franklin achieved by identify-
ing pairs of advantages and disadvantages that intuitively cancel out each other. But 
cost–benefit analysis has a major advantage over Franklin’s method in terms of cogni-
tive economy: the intuitive comparisons between different types of advantages and dis-
advantages do not have to be repeated again for each new decision. An example will 
clarify the difference: Suppose that in an analysis of traffic projects we have concluded, 
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after considerable deliberation, that 5 minutes’ daily reduction in travel time for 100,000 
persons cancels out 100 cases of asthma. Presumably, it took us a lot of time and trouble 
to reach that conclusion. The next day we are confronted with a different but similar 
problem: Can 20 minutes’ reduction in travel time for 1000 persons cancel out 4 cases of 
asthma? Applying Franklin’s method would require us to start the whole intuitive pro-
cess again. We are in a much better position if we have assigned numerical values in 
some unit (such as money) to a minute’s time gain and to a case of asthma. All we have to 
do when a new case arrives is to apply these values in a new calculation.

But cost–benefit analysis is controversial. Probably the most common criticism is that 
some negative outcomes, in particular the loss of human lives, cannot be measured in 
money (Zelizer, 1978; Ashby, 1980; Baram, 1981; Kelman, 1981). It is indeed a rather odd 
activity to assign economic values to assets that do not have a market value. Prices arise 
on a market, and since values such as the “human life values” of cost–benefit analysis 
have no relation to a market, they are not prices. Obviously the assignment of a sum of 
money to the loss of a human life does not imply that someone can buy another person, 
or the right to kill her, at that price. Such a value means something else, namely either 
(1) that society tends to pay up to that sum to save a human life, or (2) that society ought 
to pay up to that sum to save a human life.

It is important to note that the incommensurability (unmeasurability) of lives in 
terms of money is only one of many incommensurabilities that cost–benefit analysis 
has to deal with. There is no definite answer to how many cases of juvenile diabetes cor-
respond to one death, or what amount of human suffering or death corresponds to the 
extinction of an antelope species. Since such comparisons are technically effectuated in 
a cost–benefit analysis by assigning monetary values, the problem of incommensura-
bility appears to be a problem of monetization. But even if money were removed from 
the analysis it would still be necessary to deal with comparisons between deaths, dis-
eases, environmental damage, losses of cultural heritage, and so forth. Hence, the fun-
damental problem is not that we compare these disparate consequences of our actions 
in terms of money. Instead, the fundamental problem is that we compare them at all. 
But of course we have no choice, since such “impossible” comparisons are inherent in 
all major social decisions. Cost–benefit analysis has the advantage of bringing them to 
light and making the reduction from a multidimensional to a unidimensional decision 
problem extremely transparent. If we removed money from the analysis we would still 
have to deal with comparisons between deaths, diseases, and environmental damage. 
How should we, for instance, compare the value of saving the Indian tiger to the “tens to 
hundreds” (Nyhus et al., 2003) of people who are killed by wild tigers every year? This 
comparison is difficult enough in itself, and whether we make it by translating both val-
ues into money does not seem to have much impact on its difficulty.

The reason why monetary units are used in these calculations is of course that they 
are highly convenient for the purpose. Economic costs and gains are parts of almost all 
social decisions. Therefore, money is the only unit that is present in almost all decisions, 
irrespective of social sector. Furthermore, many of the goods and services that need to 
be taken into account in decisions are bought and sold on markets, and for them we can 
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use market values in the calculations.3 We need to add fictional values “only” for those 
items that do not have a market price.

But in spite of its practical advantages, the choice of money as a universal currency 
for all types of values may have an undesirable impact on our moral deliberations.4 It 
has often been argued that certain types of goods should not be valued as market com-
modities. Instead they should be valued “in accordance with a particular set of norms” 
appropriate to their nature that differs from how we treat marketable commodities 
(Anderson, 1990: 72; cf. Anderson, 2000). Putting a monetary price on such objects can 
then incite us to treat them inappropriately (Titmuss, 1970). In particular, the assign-
ment of an economic value to a human life has been conceived as sending a message 
that desecrates the value of life. Stuart Hampshire (1972: 9) has warned that the habits of 
mind engendered by this type of comparisons may lead to “a coarseness and grossness 
of moral feeling, a blunting of sensibility, and a suppression of individual discrimination 
and gentleness.”

Irrespective of what type of unit is used for the comparisons, cost–benefit analysis 
and its associated decision rule have another feature that may be morally problematic. 
As already mentioned, the assignment of values to various aspects of decision out-
comes is performed before the actual analysis of the different decision options, and it 
is assumed to be the same in different cost–benefit analyses.5 Therefore, cost–benefit 
analysis is in fact a two-tiered process. In the first tier the money equivalents of outcomes 
such as lost lives, diseases, and different types of environmental damage are determined 
for cost–benefit analysis in general. In a second tier, these general values are applied to a 
specific problem, and a complete balance is obtained for each of the options in that deci-
sion. This is very different from Franklin’s method, in which the comparative weighing 
of disparate effects took place on a case-by-case basis.

Most decisions involving incommensurable values are not performed in accordance 
with cost–benefit analysis. Instead they follow an integrated one-tiered process, in which 
the comparative impact of different aspects of the outcome is open to renegotiation 
in each particular decision. This is exemplified by a national budget process, in which 
policy goals in areas as diverse as natural security, crime prevention, healthcare, educa-
tion, research, and social security have to be weighed against each other. This is done 
in an intuitive fashion, in a process driven by argumentation and negotiation from the 

3 The use of market prices is not morally neutral. Market prices may be influenced by morally 
indefensible preferences, and there are markets for goods and services whose sale is outright immoral 
(such as dangerous recreational drugs). However, this is not a specific problem for cost–benefit analysis 
but one that it shares with real markets. It will therefore not be treated here.

4 The only common alternative to monetary units is QALYs, quality-adjusted life years, which is used 
in health care to evaluate the effects of treatments and other interventions.

5 This appears to be in part due to practical considerations (the first tier is resource intensive) and in 
part due to a conviction that the calculation values should be the same in all applications. According to 
Kip Viscusi we should “spend up to the same marginal cost-per-life-saved amount for different agencies” 
(Viscusi, 2000: 855)
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beginning to the very end. The outcome is reached without any explicit translation of 
one type of values into another.

The two-tiered method of cost–benefit analysis has created incentives to invent “objec-
tive” or otherwise uncontroversial ways to perform the first tier. One of the most com-
mon first-tier methodologies is contingent valuation. This is a survey-based method to 
create monetary values for nonmarket goods. It is commonly applied to environmental 
resources such as the preservation of a species or a natural reserve. People are asked for 
instance how much they would be willing to pay to preserve the giant panda. This meth-
odology has been subject to severe criticism (Diamond and Hausman, 1994; Hausman, 
2012). One of its most serious problems is that the sums mentioned in responses to these 
questions do not seem to differ in a credible way between questions referring to different 
objectives. For instance, in one study “willingness to pay to clean one lake is approxi-
mately equal to stated willingness to pay to clean up five lakes—including the one asked 
about individually” (Hausman, 2012). Some studies indicate that many respondents 
tend to report an amount that would not seriously disturb their normal expenditure and 
savings patterns, in other words, a sum corresponding to what they would normally be 
willing to pay to a charity (Beattie et al., 1998).

Another method, particularly common with respect to estimates of the value of life, 
is to derive values from willingness to pay for related goods. There is a long tradition 
in cost–benefit analysis of deriving the value of life from estimates of how much male 
workers are paid extra for working in occupations with a high risk of fatal accidents. 
These calculations are based on the assumption of a constant marginal value. However, 
it does not take much reflection to see that this is an untenable assumption. If a worker 
accepts a risk of 1 in 1000 of being killed in a mining accident next year, it cannot be 
inferred that he would take a 10 times higher risk against a 10 times higher premium, 
and it most certainly cannot be inferred that he would accept certainty of being killed 
against an amount that is 1000 times higher. Furthermore, such marginal values can-
not necessarily be transferred to another population or another situation. It is difficult 
to justify the use of life values derived from marginal risk taking by male workers in 
cost–benefit analysis for another group that is exposed to a quite different type of risk. 
This was pointed out by Heinzerling (2000) when she criticized the use of these values to 
monetize the benefits for women of lifesaving screening to avoid breast cancer. Instead, 
women could have been asked how much they were prepared to pay for mammography, 
given realistic assumptions about the risk reduction it gives rise to. Their willingness to 
pay for reduced risks could then be used in a cost–benefit analysis. Although the use of 
such values would not have been unproblematic, it would at least have been much closer 
to the relevant context than the life value that was actually used (Hansson, 2007a).

The two-tiered structure of cost–benefit analysis ensures a sort of consistency that can 
be summarized as “the same life value for all purposes.” The same monetary life value is 
used in transport planning, health-care priority-setting, environmental regulation, and 
all other areas in which such a value is asked for. However, it is far from evident that this 
type of consistency is desirable in all cases. We tend to pay more to save a life in some 
contexts than in others, and some of these differences may be morally justifiable. Many 
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of us would be willing to pay more per life saved in a law enforcement program that 
reduces the frequency of manslaughter than what we would pay for most other lifesav-
ing activities. There are plausible reasons to do so: We consider homicide a particularly 
unacceptable form of fatality; and we put a particular value on security against violent 
crime. Cost–benefit analysis as it is currently performed leads to a disregard of such 
values, which is of course another proof that it is a far from value-neutral tool. (It is pos-
sible to modify cost–benefit analysis so that it treats different deaths differently. That, of 
course, would not make it value free, only value laden in a different way.)

Since cost–benefit analysis aims at numerical calculations, it also tends to leave out 
aspects of future developments that can be predicted only in nonquantitative terms. This 
applies for instance to risks of cultural impoverishment, social isolation, and increased 
tensions between social strata (Hansson, 1989). Furthermore, owing to their aggregative 
structure, cost–benefit analyses often leave out social justice and other distributional 
aspects from the analysis even when they are accessible to quantitative treatment. In 
response to criticism of such limitations, cost–benefit analysts often point out that the 
factors that were left out could easily be included in the analysis. It is, for instance, not 
difficult to put a price on inequality and include it in a cost–benefit analysis, and the 
same applies to many other aspects that are commonly left out (Johansson-Stenman, 
2005; Sen, 2000). However, such all-encompassing cost–benefit analyses are much 
more seldom performed than they are referred to in defense of the methodology.

Efficiency

Up to now we have discussed attempts to measure all aspects of a decision in one and 
the same value currency, in order to sum them up and maximize the outcome in terms 
of the aggregated value. But we have also seen that there are considerable problems with 
that method. The other major way to deal with plurality of goals is to refrain from reduc-
ing the goals to one shared value, and instead restrict the policy advice to what can be 
said without such a reduction. There are indeed cases when meaningful advice can be 
given without goal reduction. For a simple example, suppose that you need to borrow an 
extra table for a party. Your neighbor offers you to borrow one of three tables. You clas-
sify their properties as follows:

 Table 1: right size, unstable, ugly
 Table 2: right size, stable, ugly
 Table 3: too small, stable, ugly

If these are all the aspects you wish to take into account then it would be difficult to deny 
that Table 2 is your best choice. The reason for this is that it dominates the other two 
options. An option dominates another if and only if it is better in at least one aspect and 
not worse in any aspect. If an option dominates all the other options, then it is the obvious 
choice.
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You also need to borrow a large bowl, and fortunately your neighbor has three that you 
may choose among. You classify their relevant properties as follows:

 Bowl 1: breakable, beautiful
 Bowl 2: unbreakable, ugly
 Bowl 3: breakable, ugly

Since Bowl 3 is dominated by each of the other two, it should not be your choice. However, 
neither Bowl 1 nor Bowl 2 dominates the other. To choose between the two you would have 
to weigh the two criteria against each other. And this is precisely the procedure from the 
previous section that we have now set out to do without. All we can say is in this case is that 
Bowl 1 and Bowl 2 are the two undominated options. Given your choice of these two deci-
sion criteria, you should therefore choose one of these two bowls, and not choose Bowl 3.

Another, more common way to express this is that the first and second alternatives in 
this case are the two efficient alternatives. An alternative is efficient in relation to a given 
set of goals if and only if none among the other options is an improvement in terms of 
one of the goals without also being a change for the worse in terms of at least one of the 
other goals (Sen, 1975; Le Grand, 1990, 1991). Efficiency is, of course, a central concept in 
economics. The different types of efficiency discussed in economics differ in the number 
and nature of the goals that they refer to. Single-goal efficiency is also called effectiveness. 
The concept of effectiveness is often used in technical contexts. For instance, the most 
effective cleaning agent is the one that removes most of the dirt. Two-goal efficiency can 
be of different types, the most common of which are cost efficiency and productivity. In 
cost efficiency, one of the goals is to minimize costs, and the other is usually the maxi-
mization of production. (In practice strivings for cost efficiency can take the form of 
minimizing costs relative to a fixed level of output, or maximizing production relative to 
some fixed cost.) If a health care unit is cost efficient, then we cannot produce the same 
health care for less money or improved health care for the same money. Productivity is 
usually conceived as efficiency with respect to the two goals of maximal production and 
minimal labor input. (In practice, productivity can be achieved by maximizing produc-
tion volume relative to a fixed labor input, or minimizing labor input relative to a fixed 
level of output.6) Finally, multi-goal efficiency is most commonly referred to in discus-
sions of the distribution of economic advantages among individuals. The welfare of each 

6 If the two goals are both measurable in numerical terms, then two-goal efficiency can be expressed as 
the (single) goal of maximizing a single number. In particular, if one of the goals is to maximize something 
and the other is to minimize something else (usually expenditure or effort), then we can refer to the ratio 
between the two numbers instead of using the general definition of two-goal efficiency. For instance, 
productivity can be characterized as maximization of the output per workhour. In cases when at least one 
of the goals cannot be expressed numerically, the more general definition cannot be replaced in this way. 
Such cases are rarely discussed in economics, but they are nevertheless common in social contexts. A young 
academic may have two goals: to qualify herself as a researcher and as a teacher. Even if these goals are not 
measurable in numerical terms we may talk about efficiency in the more general two-goal sense, but there is 
of course no way to reduce this instance of two-goal efficiency to the maximization of a single number.
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individual can then be treated as a goal in itself. (See the subsection Interindividual Goal 
Conflicts).

It is essential to keep in mind that there is no efficiency per se, only efficiency in rela-
tion to specified goals. Claims that a certain activity is efficient or inefficient must always 
be specifiable in term of the goals referred to. Ambiguity in this respect has often led to 
confusion. For instance, around 1990 a lively debate took place on the efficiency of the 
slavery-based agricultural economy of the American South (Saraydar, 1989, 1990, 1991; 
Nye, 1990; Singh and Frantz, 1991; Schmidt, 1994). The plantation system appears to 
have been efficient in terms of cotton production per unit of labor input, that is, in terms 
of the two goals to maximize cotton production and to minimize labor input. However, 
it was far from efficient in terms of welfare production; much more welfare could have 
been produced with the same labor input (namely in an economy with a free workforce). 
To clarify this distinction it is necessary to replace unspecified efficiency claims by a pre-
cise analysis in which the goals to which efficiency refers are specified.

The injunction to be as efficient as possible should be counted among the economic 
decision rules, but it is often taken to be such a self-evident rationality requirement that 
its status as a decision rule is not recognized. Once we have realized that efficiency is 
always goal relative it becomes obvious that the requirement to be efficient is reasonable 
only to the extent that the particular efficiency concept to which it refers has sufficient 
coverage of goals. A good case can be made that we should be efficient with respect to 
the full set of goals for our endeavors. However, this does not imply that we should be 
efficient with respect to various subsets of the full set. Consider the following examples:

Economist: You are building this shieling in a very inefficient way. If you used 
modern saws you could have obtained the same result in less than half the time.

Carpenter: Yes, but we also strive to maintain knowledge about old craft methods.

Economist: Running this factory with only 40 work hours a week is not at all 
efficient. Shift work would lead to much better use of the expensive investments in 
machinery.

Manager: We have refrained from introducing shift work because of its negative 
effects on worker welfare.

Economist: This farm is inefficient. You could produce more wheat per acre if 
you used more fertilizers.

Farmer: I know, but that would lead to nitrogen leaching and groundwater 
contamination.

In all these cases (and many others), claims that an activity is inefficient are based on a 
questionable delimitation of the goals that the activity should satisfy. Furthermore, in 
cases like these the choice of goals for a social activity is at least in part a moral choice. 
This brings us to an important way in which seemingly value-free statements about effi-
ciency can in fact be value laden: A claim that an activity is inefficient is value laden to the 
extent that it is based on the exclusion of goals that might have led to another conclusion.
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One possible response to this problem is to explicitly delimit the range of goals, for 
instance, to those that we consider to be central for economic analysis. If goals such 
as employee health, environmental quality, and preservation of cultural heritage are 
regarded as noneconomic, then we can describe the three cases above as cases in which 
(economic) efficiency clashes with other social goals. Under this approach, (economic) 
efficiency is not always desirable; in fact this is how laypeople often think about eco-
nomic efficiency. However, this approach has the disadvantage of not helping us to do 
as much good as we can for health and the environment with the resources that we 
have at our disposal. An analysis that includes these goals might, for instance, reveal 
that we could achieve more for the environment without any sacrifice in terms of our 
other goals.

Such considerations would seem to lead us to include all relevant goal dimensions in 
efficiency analysis. But unfortunately, such a practice would create problems because of 
a phenomenon that may be called the efficiency dilemma. It consists in a conflict between 
goal coverage and decisiveness. On one hand, we want to base our efficiency analysis on 
a selection of goals that is as exhaustive as possible, so that all important considerations 
are included. This often leads to the inclusion of a rather long list of goals. On the other 
hand, we also want our search for efficient options to be of real help in decision making. 
This requires that the set of efficient options is as small as possible; if it (almost) coin-
cides with the set of all available actions, then the whole exercise is (almost) of no help. 
Unfortunately, the more aspects we include, the larger can we expect the set of efficient 
alternatives to be. The reason for this is a very simple mathematical fact: Including an 
additional aspect in the analysis can make a previously inefficient alternative efficient, 
but not the other way around. To exemplify this, consider the following set of alternative 
ways to construct a new road: (Time gain refers to average gain in travel time for road 
users.)

Option 1: Time gain 5 minutes, cost €100,000,000
Option 2: Time gain 4 minutes, cost €110,000,000
Option 3: Time gain 3 minutes, cost €170,000,000

Here, Option 1 is the only cost-efficient option, and there seems to be no doubt that it 
should be chosen. But let us add a third dimension, environmental impact. It turns out 
as follows:

Option 1: Time gain 5 minutes, cost €100,000,000, large environmental damage
Option 2: Time gain 4 minutes, cost €110,000,000, medium environmental damage
Option 3: Time gain 3 minutes, cost €170,000,000, small environmental damage

When the additional dimension has been included, all three options are efficient, which 
means that efficiency analysis does not help us to make a choice. Unfortunately, this is a 
common situation. Owing to the efficiency dilemma, decisiveness in efficiency analysis 
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is often achievable only at the price of limiting the number of aspects that are taken into 
account, and doing so threatens the moral adequacy of the conclusion.

Interindividual Goal Conflicts

In the previous two subsections we had intercategorical goal conflicts as examples. Most 
of what was said in those sections can be applied to interindividual goal conflicts as well, 
but the latter are in need of a special discussion because in practice, we treat them dif-
ferently. The major difference is the assumption that there is one goal per person, usu-
ally referring to the welfare or the interests of that person. In a social context, this often 
means that a large number of goals will be involved.

Interindividual goal conflicts can be illustrated with the help of vectors representing 
distributions of the good. (We can leave open what the good is, but it may for instance be 
economic resources.) Thus in a three-person case we can compare vectors such as ‹16, 2, 2›  
and ‹6, 6, 6›, where the numbers represent the amount of good assigned to each of the 
three persons. In this particular example, if the numbers are utilitarian “utils,” a utilitar-
ian would prefer ‹16, 2, 2› to ‹6, 6, 6›, for the simple reason that the former vector has a 
higher sum (20) than the latter (18).

The other extreme in this case is to apply the concept of efficiency. Neither ‹16, 2, 2› 
nor ‹6, 6, 6› dominates the other, since the first individual is worse off in ‹6, 6, 6› and the 
other two are worse off in ‹16, 2, 2›. If these two are the only options that we can choose 
between, then they are both efficient. This type of efficiency is called Pareto efficiency. 
(The original term “Pareto optimality” is misleading and should be avoided.) Two major 
decision rules are based on this concept (Sen, 1987).7 The weak Pareto rule recommends 
that we perform Pareto efficient changes (Pareto improvements) if we have a chance to 
do so, but it has no recommendations on what to do otherwise. Thus suppose that the 
current situation is ‹10, 3, 3› and we have a chance to change either to ‹21, 3, 3›, ‹9, 9, 9›, 
or ‹6, 3, 3›. The weak Pareto rule recommends a change to ‹21, 3, 3› since it is a Pareto 
improvement (someone gains and no one loses). It advises against a change to ‹6, 3, 3› 
since that would represent a Pareto loss. However, this rule is agnostic about a change to 
‹9, 9, 9› since such a change is neither a Pareto improvement nor a Pareto loss.

7 There is also a third, the so-called Potential Pareto Criterion or Kaldor-Hicks Criterion. According 
to this criterion, a policy change is commendable if it would have been possible for those whom it 
makes better off to compensate those who were initially worse off, so that in the end no one would lose 
and at least one would gain from the combination of the measure and the posterior redistribution. 
This criterion is often invoked in defense of cost–benefit analyses that are purely aggregative, that is, 
performed as if the distribution of benefits and detriments did not matter. It was originally justified by 
Nicholas Kaldor as follows: “In all cases, therefore, where a certain policy leads to an increase in physical 
productivity, and thus of aggregate real income, the economist’s case for the policy is quite unaffected by 
the question of the comparability of individual satisfactions; since in all such cases it is possible to make 
everybody better off than before, or at any rate to make some people better off without making anybody 
worse off ” (Kaldor, 1939: 550). However, the justificatory power of a transaction that does not take place 
is obviously nil (Raterman, 2012).
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The strong Pareto rule recommends that we only perform Pareto improvements, 
and no other changes. It differs from the weak Pareto rule in advising against changes 
that are neither Pareto improvements nor Pareto losses. Thus, in our example it would 
advise in favor of a change to ‹21, 3, 3› and against changes to ‹9, 9, 9› as well as ‹6, 3, 3›. 
Opposition to change such as that from ‹10, 3, 3› to ‹9, 9, 9›, which increases both equal-
ity and total welfare, is of course not a morally neutral standpoint. To the contrary, it has 
immediate moral and political implications.

The weak (but not the strong) Pareto rule is plausible, given that we distribute 
“the good” to individuals. But if the ultimate goal is well-being, then we cannot dis-
tribute the ultimate good. Instead, we can (sometimes) distribute something that 
promotes wellbeing. Let us call that which is distributed “resources.” The usefulness 
of weak Pareto efficiency in economic theory is based on a simple but remarkably 
powerful assumption on the relationship between resources and well-being:  It is 
assumed that each individual’s well-being increases when her resources increase. 
Nothing needs to be assumed about how much it increases. To see how this assump-
tion works, again consider a small society with three individuals. Owing to our 
assumption there is for each of them a function from resources to well-being. 
Individual 1’s function f1 satisfies the simple criterion that for any two amounts x 
and y of resources:

 f f1 1( ) ( ) holds if and only ifx y x y< <  

In other words, more resources always generate more well-being, and fewer resources 
always generate less well-being. The same holds for the corresponding functions f2 and f3 
of the other two persons. Now consider any two distributions of resources, represented 
by the vectors ‹x y z, , › and ‹ ′ ′ ′x y z, , . It is easy to show that ‹ x y z, , › dominates over 
‹ ′ ′ ′x y z, , › if and only if ‹ f f f1 2 3( ), ( ), ( ),x y z › dominates over ‹ f x f y f z1 2 3′( ) ′( ) ′( ), , ›.  
From this it follows that from the viewpoint of Pareto efficiency it makes no difference 
if we consider a set of resource vectors or the corresponding set of well-being vectors; 
the same changes will be Pareto improvements on both counts. This simple property 
of Pareto efficiency is a large part of the explanation of why it is such a useful tool in 
economics.

But the formal elegance of this conclusion is based on an assumption that is quite 
problematic both empirically and morally, namely the assumption that each individual’s 
well-being depends exclusively on her or his own material resources. In actual life, each 
individual’s well-being depends also on other factors, among them material resources 
that belong to other persons. Such dependencies can come in many variants. For a sim-
ple example, suppose that you live in a small village with three inhabitants. You have 
eight units of resources.

Case 1: The resource vector of the village is ‹8, 8, 8›.
Case 2: The resource vector of the village is ‹32, 30, 8›.
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We might expect the well-being that you derive from your eight units of resources to be 
much lower in the second case, owing to the negative effects of the inferior comparative 
position (Hirsch, 1976; Hansson 2004). This contradicts the assumption just referred to that 
your well-being is strictly a function of (i.e., only depends on) the resources at your own 
disposal. Your relative position, that is, how the resources at your disposal relate to those of 
the other inhabitants, also has a role. Taking such “positional” effects into account would 
seem to be necessary not only descriptively but also from the viewpoint of moral philoso-
phy, since the effects of being in an inferior position has moral implications (Wilkinson 
and Pickett, 2009). As soon as we allow for positional effects, Pareto efficiency on the two 
levels will no longer coincide. In particular, the well-being vector associated with ‹32, 30, 
8› will not be an improvement over that associated with ‹8, 8, 8› since the well-being of the 
third individual is expectedly worse in the former case owing to positional effects.

Intertemporal Conflicts

Sometimes when summarizing the advantages and disadvantages of an option we find 
that they materialize at different points in time. For the smoker, the most important 
positive effect of smoking is immediate:  she avoids the symptoms of nicotine with-
drawal. The most important negative effect is the risk of serious disease that will typi-
cally materialize decades later. (About half of smokers die prematurely due to smoking 
[Boyle, 1997].) In climate and environmental policies, we often consider measures that 
cost money today but have their positive effects much later. Nuclear waste management 
provides what is perhaps the most extreme example of such temporal discrepancies: on 
one hand energy is produced to be consumed now, while on the other hand the potential 
damages from nuclear waste may materialize hundreds of thousands of years hence.

Intertemporal conflicts seldom come alone. They are often combined with both intercat-
egorical and interindividual conflicts, and with uncertainty. We can see this from the two 
examples just mentioned. The smoker’s decision whether to (try to) stop smoking is not only 
intertemporal. It is in most cases to some extent also an interindividual decision (i.e., unless 
she always smokes at sufficient distance from others to prevent secondary exposure, and no 
one else is affected by her welfare). It is also a decision under uncertainty since not all smok-
ers are affected by serious smoking-related disease. The social decision on nuclear waste is 
intertemporal, intercategorical, and interindividual, and it takes place under uncertainty.

In a systematic treatment these components of decision problems should be dis-
cussed separately as far as possible. To begin with, let us consider purely intertem-
poral decisions, that is, decisions in which intercategorical, interindividual, and 
uncertainty-related aspects are either absent or so unimportant that we are justified in 
neglecting them. Such situations are in fact common, and as children we were all told 
how to deal with them:

Child:  Father, I want to eat all the ice cream today.
Father:  But then there will nothing left for tomorrow. Think of how sorry you will 

be then. Eat half of it, and save the other half for tomorrow.
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The typical parents’ advice in issues like this is to divide the limited resource in equal 
parts between the instances of consumption. The presumption seems to be that tomor-
row’s enjoyment is equally valuable as today’s. The child would typically not be enjoined, 
for instance, to “eat two thirds today and leave a third for tomorrow, since having a good 
time tomorrow is not worth as much as having a good time today.”

Moral philosophers have not spent much effort on (purely) intertemporal issues, but 
instead have focused on interindividual ones. However, some moral philosophers have 
commented on the intertemporal issues within a person’s own life, and they have essen-
tially given the same advice as the parent in the above ice cream example. For instance, 
Thomas Hobbes (1588–1679) regretted that “men cannot put off this same irrational 
appetite, whereby they greedily prefer the present good (to which, by strict consequence, 
many unforseen evils do adhere) before the future.” (Hobbes, [1642] 1841: 48).8 Henry 
Sidgwick (1838–1900) wrote that proximity in time “is a property which it is reasonable 
to disregard except in so far as it diminishes uncertainty.”

For my feelings a year hence should be just as important to me as my feelings next 
minute, if only I could make an equally sure forecast of them. Indeed this equal and 
impartial concern for all parts of one’s conscious life is perhaps the most promi-
nent element in the common notion of the rational—as apposed to the merely 
impulsive—pursuit of pleasure. (Sidgwick, 1907: 124; cf. 381)

More recently, Thomas Nagel proposed “a standpoint of temporal neutrality towards the 
events of our lives” (Nagel, 1970: 61). To the extent that other moral philosophers have 
expressed views on the matter, this is usually the view they have expressed.9

The major contribution of economics to the evaluation of future outcomes is the 
method of discounting future values. It was originally developed for money, and based 
on the assumption of a foreseeable, positive interest rate. For example, suppose that 
the interest rate is constantly 3 percent in real terms, and furthermore suppose that we 
want to have €100,000 in 10 years. Then it is sufficient to deposit €74,400 in the bank. 
We can therefore say that the “present cost” of having €100,000 10 years from now is 
€74,400. Alternatively, we can say that the “present value” of receiving €100,000 10 years 
from now is €74,400. With a similar argument, a loss €100,000 10 years from now cor-
responds to a loss of €74,400 today. In this way, we can “convert” future monetary value 
into current monetary value and vice versa.10

8 De Cive, Chapter 3, §32. In Latin: “homines exuere non possunt appetitum illum irrationalem, quo 
bona praesentia (quibus, arcta consequentia, multa adhaerent improvisa mala) prae futuris appetunt.”

9 See also Rawls (1972: 422–423), Williams (1976), Ladmore (1999), Dickenson (1991), and Hansson 
(2007b, 2013).

10 More precisely, the value of a future good is assumed to be equal to the product of two factors. One 
of these is a time-independent evaluation of the good in question, that is, the value of having it now. The 
other factor represents the subject’s “pure time preferences.” It is a function of the length of the delay, and 
is the same for all types of goods. This can be summarized in the formula is v0(x) = vt(x) × 1/(1+r)t, where 
x is the object whose value we are converting, v0(x) its present value, vt(x) its value after t years and r the 
interest rate (Samuelson, 1937).
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The practice of discounting has often been seen as at variance with the moral prin-
ciple of temporal neutrality just referred to. That, however, is not necessarily true since 
the relationship between the two principles depends on how much money can buy at 
different points in time. If you can buy exactly as much of what you want to buy for 
€74,400 today as you can for €100,000 in 10 years, then discounting will be perfectly 
compatible with temporal neutrality in the moral sense. If you can buy more of what you 
want for €74,400 now than you can for €100,000 in 10 years, then discounting overrates 
future values, in comparison to what temporal neutrality prescribes. If it is the other 
way around, then discounting underrates future values. Which of these is the case is an 
empirical, not a conceptual question.

In cost–benefit analysis, discounting is the standard way to deal with intertemporal 
conflicts. It is routinely used for comparisons that are both intertemporal and interin-
dividual. Suppose for instance that we discuss measures that would prevent an accident 
15 years into the future in which 31 persons would die. With a 3 percent interest rate, the 
formula tells us to value the loss of 31 lives in 15 years the same way that we would value a 
loss of 20 lives today.11

However, although discounting is a reasonable practice for real market prices, it is 
much more problematic when applied to the calculation values for nonmarket enti-
ties that are used in cost–benefit analysis. Obviously, there is no interest rate for lives, 
and we cannot convert human lives today directly into human lives in the future. The 
same applies to other nonmarket goods such as environmental preservation. The only 
feasible way to defend discounting of nonmarket goods is indirect: they are discounted 
because they can be converted to money, and money can be discounted. Therefore, a jus-
tification for discounting for instance future losses in lives presupposes a series of three 
conversions:

 1. From human lives today to money today
 2. From money today to money in the future
 3. From money at some future point in time to lives at that same future point in time

Let us consider each of these steps in turn. The first step is problematic for the reasons 
discussed in the subsection The Reductive Approach. It can be performed as a way to 
summarize how we in practice settle conflicts between incommensurables, but the 
process of doing so is very different in nature from the market mechanisms that give 
rise to prices in the ordinary sense of the word. The second step is a standard economic 
procedure. In the time spans that economists usually work with, it is both justified and 
indispensible. In longer time spans, its value is more uncertain since we cannot take 
for granted that the economy will function in the same way as today thousands of years 
ahead. But in the third step, the whole conversion breaks down. There is no ground 
whatsoever for projecting the tradeoffs that we make today between human lives and 

11 31 × 1/1,0315 ≈ 20.
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money far off into the future. We have no reason to believe that our present priorities in 
these respects will remain the same over a longer period of time. (This is corroborated 
by historical experience. Although difficult to measure, our willingness to accept losses 
in lives seems to have decreased substantially; see Smith, 2005.)

It should also be noted that discounting of lives yields absurd results if applied to long 
time periods. Consider, as a simple schematic example, a hypothetical choice between 
the following two actions:

 1. Killing one person now.
 2. Performing an action today that will lead to the death of the whole population of 

the earth, 10 billion people, in the year 2800.

If we apply a discount rate of 3 percent, then the first of these actions will be worse 
than the second. The example is unrealistic, but it illustrates that even very large disas-
ters count as almost nothing if they take place a couple of hundred years from now. 
(Lowering the discount rate only delays this effect. With a discount rate of 0.5  per-
cent it will still be worse that one person dies today than that 10 billion people die in 
4620 years.)

Summing this up, the common economic decision rule for future outcomes, namely 
to discount them, is sound in the short or medium run if applied to money and to goods 
with a monetary price. However, discounting is unjustified for goods without a price 
(even if a nonmarket monetary value has been assigned to it). The uncertainty compo-
nent of intertemporal decision problems has not been discussed here; it is taken up in 
the subsection Uncertainty about the Future.

Decision Rules for Uncertainty

Up to now we have abstracted from uncertainty, that is, we have assumed that we know 
the consequences of the different options in our decisions. That is of course an idealiza-
tion. In real life, uncertainty about future consequences is ubiquitous, and it is often 
the most important source of difficulties, disagreements, and irresoluteness in our deci-
sions. The most common way to structure these difficulties is to assign probabilities to 
the various outcomes under consideration. This usually makes decision problems much 
easier to tackle. Consider, for instance, a company’s decision on whether to buy one of 
its competitors. Someone points out: “It is possible that this acquisition will be stopped 
by the antitrust authorities.” It is difficult to know what weight to assign to such a sup-
position. It is much easier to act on more specified information such as “according to 
our experts, there is a 90 percent probability that the acquisition will be stopped by the 
antitrust authorities.”

The standard terminology distinguishes between decision making under uncer-
tainty and decision making under risk. A decision is said to take place under risk if the 
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probabilities of the relevant outcomes are assumed to be known by the decision maker. 
If these probabilities are unknown or only insufficiently known, then the decision is said 
to take place under uncertainty (Luce and Raiffa, 1957: 13). It should be noted that a deci-
sion “under risk” need not be one in which the probabilities are known. It is sufficient 
that they are assumed to be known. It should also be noted that the term “uncertainty” 
is ambiguous since it is used both in the sense just mentioned and as a general term also 
covering decision making under risk.

Expected Utility and Its Limitations

The standard rule for decision making under risk is expected utility maximization. The 
word “expected” refers here to probability-weighting, and the rule recommends the use 
probability-weighted values (statistical expectation values) for all outcome measures. If 
there is a probability of 0.7 to lose €1,000,000 then that is counted as a loss of €700,000. 
If there is a probability of 0.1 to gain $20,000 then that is counted as an income of $2000. 
It there is a probability of 0.01 of an accident that will kill 200 persons, then that is 
counted as equivalent with certainty that 2 persons will be killed. This is how both risks 
and uncertain benefits are dealt with in cost–benefit analysis.

The decision rule prescribing maximization of expected utility is often described as 
the “risk-neutral” decision rule. By this is meant that it puts neither too large nor too 
small an emphasis on undesired, uncertain outcomes. (Decision rules that put more 
emphasis on avoiding undesired outcomes than what expected utility maximization 
does are called risk averse, and those deviating in the opposite direction are called risk 
prone.) It is often assumed that deviations from risk-neutrality in this sense are irratio-
nal and that the expected utility rule is a requirement of instrumental reason, devoid of 
moral contents (Charnley, 1999, 2000; Durodié, 2003). However, that turns out to be far 
from true, and this for at least two major reasons.

The first reason is that probability estimates do not tell us all we need to know about 
the uncertainties we wish to take into account. To see that, let us first consider a simple, 
schematic example: A dime has been found among the property of a deceased card-
sharp. We suspect that the coin may be unfair, but we have no clue to whether it is in 
that case biased toward heads or tails. Someone decides to toss the coin. If I have to 
assign a probability that it will yield heads, then I will say 0.5. This is the same answer 
that I would have given before someone tossed a coin that I knew to be fair. However, 
although the probabilities are the same, I am much more uncertain about the behavior 
of the cardsharp’s coin than about that of the ordinary coin.

Suppose that we throw the coin and get heads 10 times in a row. If we had very good 
reasons to believe that the coin is fair, then we would see this as an unusual random 
event, and we would assign the probability 0.5 to the next throw yielding heads. But 
since it is a coin from the cardsharp’s collection, we tend to see 10 heads in a row as a 
strong indication that the coin is biased in favor of heads. Therefore, we have good rea-
sons to assign a probability higher than 0.5 to the event of this coin yielding heads when 
tossed an 11th time.
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All this can be expressed in exact mathematical terms, but I will leave out that aspect 
here.12 Instead, let us consider a highly important practical case, namely climate change. 
There is scientific uncertainty regarding the effects on the future climate of any possi-
ble future pattern of greenhouse gas emissions. We may specify this as uncertainty in 
the choice among several scientific models that yield different probabilities of climate 
events. The consensus or near-consensus of climate scientists is stated in the reports of 
the IPCC (Intergovernmental Panel on Climate Change). There is, however, a possibil-
ity that the IPCC’s conclusions are too pessimistic. It is at least in principle possible that 
the greenhouse effect is completely counterbalanced by other mechanisms, so that no 
global warming disaster is approaching. On the other hand, there is also a possibility 
that global warming will accelerate much faster than what the IPCC predicts. Consider 
the probability of some specific potential effect of global warming (such as a large sea 
level rise within 20 years). For concreteness, we may assume that the probability of that 
event is 0.01 according to the IPCC, 0.9 according to the more pessimistic view, and 0 
according to the more optimistic view. The standard approach in such situations is to 
use the appraisal that has the highest credibility. In our case, this means that decisions 
will be based on the IPCC’s estimate that the probability is 0.01. However, although con-
venient, this approach is obviously flawed. In an adequate appraisal of the probability in 
question, the other two possibilities need to be taken into account. Unless the more pes-
simistic of the two is highly improbable, it could be seen as dangerously incautious not 
to take it into account (Hansson, 2006).

The second problem with the expected utility rule is that even if we actually 
know the probabilities, it does not follow that we have to base our decisions on 
probability-weighting and expected utility maximization. Suppose that an eccentric 
person offers you a bet that is based on repeated tosses of a fair coin of your own choice. 
If the coin yields heads n times in a row, then you have to give everything you own to 
the eccentric. Otherwise, he will pay you €100,000. According to the standard assump-
tions of expected utility maximization, there must be some n such that you are willing 
to play the game. However, it is not necessarily irrational to refuse the bet, simply on 
the ground that you are not willing to risk losing all that you own. In policy discussions 
the avoidance of very large catastrophes, such as a nuclear or chemical accident costing 
thousands of human lives, is often given higher priority than what is warranted by the 
statistically expected number of deaths. It has also been argued that as a matter of prin-
ciple, serious events with low probabilities should be given a higher weight in decision 
making than what they receive in the expected utility model (O’Riordan and Cameron, 
1994; O’Riordan et al., 2001; Burgos and Defeo, 2004).

In interindividual decision problems, there are additional moral reasons to deviate 
from the expected utility rule:

In an acute situation we have to choose between two ways to repair a serious gas leak-
age in the machine-room of a chemical factory. One of the options is to send in the 

12 See Hansson (2008, 2009) for a formal treatment.
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repairman immediately. There is only one person at hand who is competent to do the 
job. He will run a risk of 0.9 to die due to an explosion of the gas immediately after 
he has performed the necessary technical operations. The other option is to imme-
diately let out gas into the environment. In that case, the repairman will run no par-
ticular risk, but each of 10,000 persons in the immediate vicinity of the plant runs a 
risk of 0.001 to be killed by the toxic effects of the gas. (Hansson, 1993: 24, 2013: 27)

In this case, to maximize expected utility we would have to send in the repairman. 
However, that would be a morally repulsive decision. In this and many other cases, a 
rational decision maker may refrain from maximizing expected utility (minimiz-
ing expected damage) for a moral reason, namely to avoid being unfair to a single 
individual.

Alternative Decision Rules

One alternative to expected utility maximization is to completely disregard probabil-
ities and focus entirely on avoiding the worst possibilities. This is done by using the 
maximin decision rule. It requires that we identify, for each alternative action, its secu-
rity level, that is (the value of) the worst possible outcome that it can give rise to. We 
then have to choose an alternative with a maximal security level, thus maximizing the 
minimal outcome. This means that we completely disregard all but the worst possible 
outcomes of an action. Not surprisingly, the use of such a decision rule can have strange 
consequences.

You are offered the choice between two investments. Option A yields a 99 percent 
chance of gaining €2000 and a 1 percent chance of gaining only €50. Option B yields 
a gain of €60 for sure.

The maximin rule recommends you to choose option B. As this example shows, the total 
neglect of chances and of all outcomes but the worst renders this rule unworkable in 
practice.13

An intermediate solution seems more promising. We can decide on the degree of 
cautiousness that we wish to apply. Mathematically it can take the form of a number c 
between 0 and 1, called the cautiousness index. 0 represents minimal and 1 maximal cau-
tiousness. For each option x in the decision, let SEC(x) be its security value (the value of 
its worst possible outcome) and EU(x) it expectation value (expected utility). The rule 
requires that we choose an option with a maximal value of

 c × ×SEC( ) ( c) EU( )x x+ −1  

13 The maximax rule (choosing an option whose best outcome is at least as good as that of any other 
option) has the same problem. Although maximax decision making is seldom recommended, it appears 
to be common in practice (DeMartino, 2011; cf. Hansson, 2006: 234n).
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For c = 0 this coincides with the expected utility rule and for c = 1 with the maximin rule. 
We can of course select different values of c for different decision problems, depending 
on what degree of cautiousness we consider to be appropriate.14

The repertoire of available methods for decision making becomes larger if we replace 
the single probability function of the traditional model by a credal set, by which is meant 
a set of probability functions. The credal set is interpreted as consisting of the plausible 
probability functions. For a simple example, consider the following:

There are two jars in the room. One of them contains 5 red and 95 black balls. The 
other contains 95 red and 5 black ones. Someone puts one of the jars—you do not 
know which—in front of you and asks: “If you draw a ball from this jar, what is the 
probability that it is red?”

A quite natural answer would be “It is either 0.05 or 0.95.” More precisely, you hesitate 
between two probability functions, p1 and p2, such that p1 assigns the probability 0.05 
and p2 the probability 0.95 to the ball you draw being red. Your credal set is then {p1, p2}. 
Similarly, in the above example of the cardsharp’s coin, the credal set may, for instance, 
consist of all probability functions that assign a value between 0.3 and 0.7 to the coin 
yielding heads.15

Even more information can be encoded if we introduce second-order probabili-
ties, that is, probabilities over probabilities. In the example of the two jars, it would 
be quite plausible to say that p1 and p2 are equally probable. We can then assign 
the (second-order) probability 0.5 to each of them. This and other, more elabo-
rate representations of uncertainties allow for more sophisticated decision rules 
than the expected utility rule (Walley, 2000; Halpern, 2003; Hansson, 2016) but 
none of these constructions have gained much influence. Expected utility maxi-
mization is still the dominating economic decision rule for decision making under 
uncertainty.

Uncertainty about the Future

Finally, let us return to the issue that was left open in the subsection Intertemporal 
Conflicts, namely how to deal with intertemporal decisions in which there is uncer-
tainty about the future. According to the standard approach to economic discounting, 
one of the functions of the discount rate is to reflect these uncertainties. However, a 

14 This type of index is usually called an optimism–pessimism index, but that is a misleading name. 
A person is pessimistic with respect to a possible undesirable event if she believes that its probability 
is high or its consequences large, or both. A person is cautious with respect to that same event if she is 
willing to take significant trouble to decrease its probability or limit its consequences, or both. Pessimism 
and cautiousness need not coincide.

15 Higher or lower values do not seem to be technically feasible for coins (Gelman and Nolan, 2002).
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few examples are sufficient to show that uncertainties about the future seldom have the 
structure of interest rates:

The choice between a benefit now and the same benefit in 10 years’ time is not the 
same for a person in her late 80s as it is for a healthy person in her 20s. A constant 
discount rate cannot reflect these differences.

We know fairly well what effects a massive mercury spillage in a lake today will 
have on life in the lake a decade later. For spillages of most other chemical sub-
stances we do not have that information. Therefore the uncertainty of such events 
is much larger. A discount rate that is the same for all decisions cannot capture the 
difference.

We have limited knowledge about the persistence of a particular substance in 
the environment: We know that its half-life in the environment is between 2 and 
20 years, but we cannot say anything more precise. Then our uncertainty is small 
about its environmental concentration one month from now, large about its concen-
tration in 20 years and small about its concentration in 400 years. A constant dis-
count rate cannot reflect these differences.

The methods introduced in the previous subsection are much more useful than a dis-
count rate to deal with uncertainty about the future. A person choosing between tak-
ing a long vacation trip now or taking it in 10 years can, for instance, think in terms 
of a credal set consisting of two probability functions: one in which she is alive and 
well in 10 years and one in which she is not. If she assigns second-order probabilities to 
them, then these probabilities will depend on her age and health status (contrary to a 
discount rate that is assumed to be the same for all persons and all decision problems). 
Similarly, when we are uncertain about the future effects of some environmental pollu-
tion, we can describe these uncertainties with the help of a credal set containing several 
probability functions corresponding to the possibilities that scientists hesitate between. 
Again, second-order probabilities can be used to represent the credibility of these dif-
ferent scenarios.

In general, discounting is unsuitable to represent our uncertainty about the future. 
Such uncertainty is much better represented by credal sets and second-order probabili-
ties. The latter representation also has the advantage of leaving a choice open between 
different decision rules depending, for instance, on what degree of cautiousness we want 
to apply.

Conclusion

The use of decision rules has obvious advantages. Rules can simplify decision making 
and make it more consistent. But the employment of decision rules can also have nega-
tive effects. When using them we achieve simplicity by restricting the amount of infor-
mation that we take into account in any particular decision. This may lead to disregard 
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for aspects of the decision that should have been taken into account. In this way, the 
potential for a normative problem is inherent in the very notion of a decision rule. In a 
sense rules can be said to function as blinkers on a horse: They make it possible to move 
forward, but only at the price of leaving much unseen. This presentation has focused on 
some of the problems with common economic decision rules, and in particular on how 
their use makes value assumptions invisible that should instead have been brought for-
ward and discussed.

So what should we do? There are two major strategies for improvement. One is to 
develop improved decision rules, for instance, rules that make the value assumptions 
visible (such as the cautiousness index of the subsection Alternative Decision Rules). 
The other strategy is to improve the way in which decision rules are used, for instance, 
by always clarifying to decision makers what aspects have been excluded from consid-
eration and what the effects of including them might have been. In my view, these two 
strategies should be combined to develop a new style of policy advice that highlights the 
value issues instead of hiding them in the dark.
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Chapter 4

In Praise of Imperfect 
Commitment

An Ethic of Power, Professionalism and Risk

Sharon D. Welch

There is one point on which we have political consensus in the United States—there is 
little, if any, satisfaction with the economic status quo, and there are active calls for fun-
damental social and political change. Part of the challenge facing us, however, is not just 
the specific issue of economic policy but the means through which professionals address 
the making of public policy, and how we as a culture reckon with unpredictability, risk, 
and intrinsic epistemic fallibility.1

In this chapter I explore what it takes for economists, other professional policy advo-
cates, and social activists to engage in forms of social analysis and political engagement 
that acknowledge the limitations of our knowledge of the world around us, and our 
inability to control complex social and economic processes.

Economists are likely unaccustomed to being addressed alongside social activists, 
to be sure. Here I will do just that. My reasons for doing so are twofold. First, there is 
a significant development within the world of social activism. Many of us are recog-
nizing our need for the insights and expertise of economists as we move from social 
critique to the more difficult work of designing and implementing sustainable and 
equitable public policies. Second, there are equally significant developments within the 
world of economic theory and practice, with many economists recognizing a twofold 
intrinsic ethical challenge within policy implementation. This challenge is one shared 
with social activists: how to reckon with, responsibly and equitably, two factors: (1) the 

1 Reverend Dr. Lee Barker, president of Meadville Lombard Theological School, coined the term 
“in praise of imperfect commitment” to describe the vibrant, non-utopian model of social engagement 
that we are teaching Unitarian Universalist ministers and community activists at Meadville Lombard 
Theological School.
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intrinsic unpredictability of our policy interventions and (2) the differential effects of 
policies—that which helps some, often hurts others.

The work that we do as activists and professionals can be fundamentally recast 
because of where we are now culturally and politically. We are immersed in a third wave 
of political engagement, an era that builds on two prior waves of progressive politics and 
yet has its own energy and challenges. The first wave was the forceful denunciation of 
manifold forms of social injustice—slavery, the oppression of workers and the second-
ary status of women—all forms of oppression defended as divinely ordained or part of 
the natural order of things. These struggles for social justice have been augmented by a 
second wave of activism, the work of identity politics, the resolute claim for the com-
plex identities and full humanity of all groups marginalized and exploited by systemic 
oppression and silenced through cultural imperialism.2

These political tasks are ongoing, yet now occur within a third paradigm. Once we 
recognize that a situation is unjust, once we grant the imperative of including the voices 
and experiences of all peoples, how then do we work together to craft and implement 
just and creative social policies?

For far too long, activists like myself have exercised a form of the prophetic imagina-
tion that focused primarily on critiques of what is wrong, and visions of what might 
be right, and paid little or no attention to the third, most important and most difficult 
element of the prophetic role—the implementation of social policies that are just, sus-
tainable and resilient. In contrast, professional economists have been very willing to 
design and implement grand policy solutions to pressing social problems without tak-
ing adequate account of the limits of their science and control over the world they seek 
to improve.

An example for activists of a full prophetic imagination that includes equal attention 
to critique, vision and implementation can be seen in the current work of the Unitarian 
Universalist Social Committee. In the 2012 annual report, UUSC’s president and CEO 
William Schulz lays out clearly three elements of constructive social activism:

First, engagement. We’re eager to use the people power at our disposal to optimize 
our effectiveness. Our members, most of whom are associated with Unitarian 
Universalist congregations, are natural born activists. They’re itching to get their 
hands dirty, be it on their computer keyboards taking online actions or by building 
an eco-village in Haiti.

Second, innovation. Wherever we go in the world, we ask ourselves, “who’s been 
forgotten and who is doing the most creative, groundbreaking work to transform 
and empower those forgotten populations.” By finding the most innovative, entre-
preneurial approaches to problems and crises … we encourage new solutions to old 
quandaries; we engage with communities of women or ethnic minorities, too often 
marginalized in their societies.

2 For a thorough analysis of cultural imperialism and other forms of systemic injustice, see the 
definitive work of Iris Marion Young, Justice and the Politics of Difference. New edition with a Foreword 
by Danielle S. Allen (Princeton, NJ: Princeton University Press, 2011).
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Third, impact…. we’re experimenting with different approaches to measuring 
impact because we know that at the end of the day the only thing that really counts is 
how many lives we’ve actually changed. (Schulz and Spence, 2012: 2)

A threefold form of prophetic engagement, with far more attention to implementation 
and impact than to critique or vision, is possible because of nuanced histories of success-
ful social movements and empirical evaluations of the impact of policy interventions. 
This constructive form of prophetic engagement is leading activists to take seriously 
what economists have long known, the necessity of attention to implementation and 
impact. It may also lead economists to pay greater attention to what activists have long 
known—the imperative of learning from and with those that we professionals purport 
to understand and serve.

As we take seriously the role that we can play as economists and activists in design-
ing and implementing just social policies, it is important to ground ourselves in two 
factors—the dynamics of social movements, and the particular role that professionals 
play in successful social analysis and political engagement.

First, let us look at some of the groundbreaking discoveries in the history of social 
movements. In his recent book, The Honor Code:  How Moral Revolutions Happen, 
Kwame Anthony Appiah charts the transformation of “private sentiment into public 
norm” in the abolition of dueling in England, footbinding in China, slavery and the slave 
trade in England, and examines what may well be leading to a similar shift in the honor 
killing of women. In each case he finds that moral critiques were not enough. In fact, 
each practice had been discredited by religiously and philosophically based moral cri-
tiques decades before the practices came to be seen not just as wrong, but as unseemly.

Changes in behavior occurred only when a form of action that had been accepted 
for hundreds of years was seen not only as immoral, but as dishonorable, unworthy of 
respect, and unfitting for all, including elites (2010: 178).

In his massive study of the decline of various forms of physical violence, the social 
psychologist Steven Pinker explores what has led to significant changes in social norms. 
Pinker examines the history of the decline of slavery, capital punishment, and torture 
as accepted and routine forms of political and economic life. He also examines what he 
calls the ongoing “rights revolution:” “civil rights, women’s rights, children’s rights, gay 
rights and animal rights” (2011: xvi).

In each case Pinker finds a complex interaction of two phenomena—an expansion of 
the circle of sympathy, and an escalator of reason. In successful social movements, large 
numbers of people come to value the lives of people formerly ignored and devalued. 
Such emotional openness, however, to the dignity and struggles of others, is not enough 
for fundamental social change. Pinker writes that

… the limited reach of empathy, with its affinity for people like us and people close 
to us, suggests that empathy needs the universalizing boost of reason to bring about 
changes in policies and norms … These changes include not just legal prohibitions 
against acts of violence but institutions that are engineered to reduce the temptations 
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of violence. Among these wonkish contraptions are democratic government, the 
Kantian safeguards against war, reconciliation movements in the developing world, 
nonviolent resistance movements, international peacekeeping operations, crime 
prevention reforms … (691, 695).

Pinker is clear—empathy can be too easily limited to family, to tribe, to those near 
and dear. The challenge of the escalator of reason is to build on an expanded sense 
of sympathy and to find social behaviors, policy changes, rules, and laws that enable 
greater flourishing for the many, and not just the few (695). As we take up this work 
of the escalator of reason, finding what actually enables people to flourish in ways 
that are equitable as well as ecologically and economically sustainable is more a mat-
ter of critical experimentation and risk-taking than it is a matter of moral or ideo-
logical certainty. Take as a case in point the work of the feminist economists, J. K. 
Gibson-Graham.

Creative Experimentation

J. K. Gibson-Graham (Katherine Gibson, University of Western Sydney, and the late 
Julie Graham, University of Massachusetts, Amherst, writing as a single persona since 
1992) have described a new political imaginary. They analyze, nurture, and celebrate 
the reality, opportunities, and challenges of community economies. People all over the 
world are finding ways of shaping their economic lives to recognize the power of inter-
dependence, not a “common being” but a “being in common.” J. K. Gibson-Graham 
describe different ways of “explicitly recognizing and acting on our interdependence:” 
“Employee buyouts in the United States, worker takeovers in the wake of economic 
crisis in Argentina, the anti-sweatshop movement, shareholder movements that “pro-
mote ethical investments and police the enforcement of corporate environmental and 
social responsibly,” the living wage movement, discussions of a universal basic income, 
social entrepreneurship—all part of a “community economy” that “performs economy 
in new ways” (2006: 80–81). I would add to this list the growth of B Corporations (the 
most well known being Patagonia). According to an editorial in the January 2012 issue 
of The Economist, there are now several hundred corporations that have changed cor-
porate laws to “create the legal framework for firms … to remain true to their social 
goals. To qualify as a B Corporation a firm must have an explicit social or environ-
mental mission, and a legally binding fiduciary responsibility to take into account the 
interests of workers, the community and the environment as well as its shareholders” 
(2012: 1).

J. K. Gibson-Graham build on the insights of queer theory and political and femi-
nist theory and organizing, emphasizing that shared questions often lead to different 
answers. Just as there is no one way to be a feminist, there is no single way to perform 
economic relations justly. There are, however, salient questions, choices to be made in 

 


