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chapter 1

Central Banking’s  Long 
March over the Decades

David G. Mayes, Pierre L. Siklos,  
and Jan-​Egbert Sturm

1.1  Introduction

In a speech delivered at the beginning of 2000, Mervyn King, former governor of the 
Bank of England (BoE), argued that a “successful central bank should be boring” (King 
2000, 6), a statement that has often been repeated to highlight aspirations once held by 
many central bankers. In other words, monetary policy should be an uncontroversial, 
predictable technical exercise whose objectives have general support across society and 
the political spectrum. The new century’s arrival, several years into a period that came to 
be called the “Great Moderation” (Bernanke 2004), supposedly coincided with central 
banks being at the apogee of their power and influence among public institutions, their 
reputation celebrated as the outcome of good policy practices supported by convincing 
theory.

As we approach the end of the second decade of the twenty-​first century, much has 
changed in the world of central banking, and yet some important elements remain just 
as they were before the events that began in 2007 and are now referred to as the great 
financial crisis or the global financial crisis (either way, GFC). The GFC produced an 
outpouring of new research, memoirs, and personal accounts, which asked how it came 
to be that modern finance produced such a large financial crisis and where we could 
go from here. King himself, looking back on his years in central banking (King 2016), 
argues that what ails the financial system remains firmly in place and that a new and 
possibly even larger crisis is in the offing. Others (e.g., El-​Erian 2016) underscore that 
in spite of the GFC, monetary authorities around the world remain “the only game 
in town.”
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And yet there are equally powerful signs that many things are changing, and it re-
mains unclear whether the accomplishments of central banks trumpeted almost two 
decades ago will become just another phase in the history of central banks. Where once 
policy rules were supposed to provide guidance and educate the public about how and 
why central banks change the stance of monetary policy, these are now replaced by a 
more artful view of how policy is set. Indeed, several central banks no longer rely on a 
single policy instrument, a policy interest rate, to signal the stance of policy. Instead, a 
complex mix of forward guidance, expressions of bias about the likely future direction of 
interest rates, not to mention the creation of a large number of new policy instruments, 
have now entered the vocabulary of central banking. Most of these, originally labeled 
unconventional monetary policies (UMP), have been in place and used for a decade. 
Today it is no longer obvious that the proliferation of instruments can still be thought of 
as unconventional.

Next, the belief that good practice in monetary policy goes hand in hand with the 
maintenance of financial stability is being replaced with experimentation about how 
achieving a monetary policy objective aimed at keeping inflation under control can op-
erate in parallel with the desire to maintain financial system stability. The shift is more 
than technical, since also at stake are the institutional role of central banks and their re-
lationship with other public agencies that are responsible for regulating and supervising 
the financial system.

Added to the above list of forces buffeting the central banking institution is pressure 
to revisit the widely accepted view that monetary policy should aim for low inflation. 
While few doubt the wisdom that the control of purchasing power is a sensible objective, 
a growing number of voices, including some emanating from some central banks, are 
saying that low inflation, that is, inflation rates in the vicinity of 2 percent per annum,1 
too often brings about the possibility that interest rates will also remain too low for too 
long. Indeed, there is a worry that central banks will more frequently face the so-​called 
zero lower bound (ZLB) for nominal interest rates, especially if inflation rates also re-
main low for long, whether due to secular stagnation or demographic factors. This has 
not prevented some central banks from breaching this fictitious lower limit, with the 
result that we are now witnessing several examples of central banks maintaining neg-
ative interest rates, with the profession now asking, where is the effective lower bound? 
As this is written, the resistance to targeting higher inflation rates has been successful, 
but the topic has not been removed from consideration as one way to reform popular 
inflation-​control regimes currently in place.2

Any list of forces making central banking less boring over the past decade would not 
be complete without mention of the tension between the precrisis consensus about 
certain truths regarding what drives the transmission mechanism of monetary policy 
and emerging challenges to these views. These tensions have now spilled over into 
rethinking how monetary policy interacts not only with the financial sector but with 
the real economy as well. As a result, as this volume goes to press, we find ourselves 
facing a new conundrum of sorts. Whereas there was little opposition to reducing cen-
tral bank policy rates quickly as the effects of the GFC were beginning to be keenly felt, 
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central banks especially are equally keen to delay a return to more “normal” policy rates 
for fear of derailing a relatively weak recovery in economic growth. As a result, we are 
seeing a battle of those who would prefer to “lean against the wind” against the “data-​
dependent” view that growth beyond capacity together with higher inflation is just what 
economies need at the moment (e.g., see Svensson 2016; Filardo and Rungcharoenkitkul 
2016). In any case, the emergence of macroprudential policies can deal with some of the 
distortionary consequences of interest rates that are too low for too long even if there is 
scant evidence that this is the case (e.g., see Lombardi and Siklos 2016 and part V of this 
volume).

The experience of the last decade is also producing new research that seeks to improve 
models used in policy analysis not only by explicitly incorporating a nexus between the 
real and financial sectors but also by allowing for better ways to select among competing 
models in order to improve the quality of policy advice.

Ordinarily, a Handbook is intended to provide a reference of received knowledge in a 
particular field. If the foregoing interpretation of the state of central banking is reason-
ably accurate, then the time is surely appropriate to provide an account not only about 
where we are but, equally important, also where central banking might be headed. In 
other words, this Handbook is more than just a compendium of what central banking 
can do and has done but is also an attempt to lay out the unanswered questions about 
existing monetary frameworks. The hope is that readers will obtain a glimpse of the sen-
timent expressed earlier, namely, that changes are afoot in the role and place of central 
banks in society.

This book is divided into seven parts with titles that are self-​explanatory: Central 
Bank Governance and Varieties of Independence; Central Bank Financing, Balance-​
Sheet Management, and Strategy; Central Bank Communication and Expectations 
Management; Policy Transmission Mechanisms and Operations; The New Age of 
Central Banking:  Managing Micro-​ and Macroprudential Frameworks; Central 
Banking and Crisis Management; and Evolution or Revolution in Policy Modeling?

To make clear that the book represents a beginning and not the end of an era in 
the study of central banks, the following pages provide a summary of some of the key 
contributions of each chapter along with related ideas and topics that could not be cov-
ered in such a vast area of study.

1.2  Part I: Central Bank Governance 
and Varieties of Independence

Much of the good fortune that allowed central bankers to extol their success at stabilizing 
inflation, if not relegating business cycles to history, was arguably due to acceptance of 
the idea that the monetary authority ought to be independent within government and 
not subject to the kind of political pressure that might lead to exploiting the short-​run 
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trade-​off believed to exist between inflation and real economic activity or unemploy-
ment. This was accomplished by granting central banks autonomy via legislation, that 
is, by granting de jure independence or, rather, by appointing a central banker who is 
relatively more conservative about inflation than politicians concerned about reelection 
and shielded from political pressure to loosen monetary policy when this undermines 
the aim of achieving low and stable inflation. By the early 2000s, and in spite of sev-
eral criticisms that the link between inflation and central bank independence (CBI) 
was weak, acceptance of CBI as the sine qua non of good institutional structure became 
common and was no longer widely debated.

Beyond awarding sole authority over the day-​to-​day operations of central banks, 
there were two other powerful forces at play during the 1990s and 2000s. Along with au-
tonomy, both central bankers and politicians came to the conclusion that the objectives 
of monetary policy ought to be clearly and simply stated. Moreover, the lessons from the 
“great inflation” of the late 1960s through the early 1980s convinced policymakers and 
the public that low and stable inflation was the best, if not the only, objective that mon-
etary policy should aim for. Armed with theory and empirical evidence, central banks, 
first in advanced economies and later in emerging-​market economies, were assigned a 
mandate to control inflation. To be sure, there were considerable differences around the 
world in how explicit this mandate would be, as well as in how accountability for failing 
to reach an inflation objective would be penalized. Nevertheless, on the eve of the GFC, 
a significant majority of the global economy would adopt a policy strategy of this kind.

It also became more widely acknowledged that a successful central bank ought to de-
liberate policy options via a committee structure. Not only would this ensure that di-
verse opinions could be heard inside the central bank, but in the presence of adequate 
transparency, it also would reassure the public that the individuals put in charge of mon-
etary policy would be accountable for their decisions. However, the committee struc-
ture also raises many challenges. If the committee is too large, decisions risk taking too 
long; if the members of the committee are too much alike in their thinking about mon-
etary policy, then the much-​vaunted diversity necessary to air differing opinions is lost; 
finally, and depending on how votes are counted and on the manner in which motions 
are presented, not to mention whether committee members are individually account-
able or the committee as a whole must answer for decisions taken, there is always the 
possibility that free riders or followers of the majority will not be willing to offer the nec-
essary counterweight to the need for diverse thinking inside the committee.

Chapter 2, by Eijffinger, Mahieu, and Raes, wades into the question of what we can 
learn by analyzing monetary policy committees (MPCs) and how they make decisions. 
Whereas economists often consider the number of dissenting voters in a committee, 
the distribution of voting over time given the extant macroeconomic environment, and 
the information content of policy reaction functions, the chapter argues that there is 
something to be learned from models (in this case, spatial voting models used in po-
litical science) to study votes taken by legislatures or in judicial decisions. Using data 
from Sweden’s Riksbank, Eijffinger, Mahieu, and Raes are able to rank members of its 
policymaking committee not only according to whether they are hawkish or dovish but 
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also by when their positions change over time. After all, there is no reason an individual 
needs to wear the hawkish or dovish label at all times, although this is clearly possible. 
Moreover, this kind of analysis also permits the creation of categories of central bankers 
over time according to whether they lean more heavily toward tightening or loosening 
monetary policy.

Of course, any model, no matter how enlightening it is about the positions taken by in-
dividual committee members, must confront the trade-​off that inevitably exists between 
realism and complexity. The same is true of the spatial voting models of the variety used 
by Eijffinger, Mahieu, and Raes. Their work also underscores how important it is for 
outsiders to obtain the necessary information not only about how voting is conducted 
inside committees but also about the content of the deliberations, even if these are finely 
worded via the publication of minutes of central bank policymaking committees. Sadly, 
comparatively few central banks make this kind of information available. Indeed, the 
chapter by Eijffinger, Mahieu, and Raes also highlights the likely pivotal role played by 
the committee structure (e.g., central bank insiders versus outsiders), the size of the 
committee which adds complexity to the policymaking process, and the numerous 
biases and other phenomena (e.g., groupthink, voting order, the precise wording of any 
motion) that complicate our understanding of the value of committee-​based monetary 
policy decisions (see also Maier 2010). As the authors themselves acknowledge, there is 
a dearth of comparative analyses as the extant literature tends to adopt the case-​study 
approach. Finally, while an examination of decisions by MPCs is essential, the authors 
point out that even more can be learned from the successes and failures of committees by 
contrasting their activities with those that shadow them by providing a second opinion 
about the appropriate stance of monetary policy (e.g., see Siklos and Neuenkirch 2015).

The contribution by Masciandaro and Romelli, chapter 3, deals with the issue of CBI, 
reminding us that it is easy to fall into the trap of assigning too much emphasis to de 
jure independence, not only because de facto independence is more relevant to an as-
sessment of the success of monetary policy but also because de facto independence 
changes over time, rising and falling as other macroeconomic and institutional factors 
put pressure on central bank behavior. The authors also go back to first principles by 
asking what is the state of the art regarding what makes a central bank autonomous. It is 
clear that CBI need not be sui generis as it is often portrayed in the vast literature on the 
consequences of providing autonomy to a central bank. Ultimately, a central bank must 
respond to public opinion, directly or indirectly, and this will affect the effort central 
bankers exert in delivering the monetary policy that society demands.

CBI, if properly used by central banks, appears to be a persistent phenomenon. That 
is, once CBI is obtained, it is likely to be maintained over time but will also be signifi-
cantly influenced by real economic outcomes. For example, variables such as the un-
employment rate are more significant, in a statistical sense, in influencing CBI than 
inflation. Polity also plays an important role in enshrining the role of CBI. In particular, 
democratic institutions foster more central bank autonomy.

It is, of course, as critics would point out, always difficult to boil complex relationships 
down to a coefficient, especially when the variables cannot be measured precisely. 
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Perhaps more important, while there are both good theoretical and empirical reasons 
to support some form of central bank independence, the concept ought to be elastic 
enough to permit the monetary and fiscal authorities to coordinate their policies during 
crisis times. The events surrounding the GFC make clear that monetary policy should 
support a fiscal expansion intended to cushion the significant contraction that followed 
the near collapse of the global financial system in 2007. That said, supporters of CBI 
would point out that an accommodative policy can, in principle, also provide an incen-
tive for the fiscal authorities to delay necessary structural reforms. Indeed, the most se-
rious critics of quantitative easing (QE) would highlight the failure of fiscal policy to 
take advantage of extraordinarily loose monetary policies to put in place investments 
that are likely to boost future productivity.

Beyond these questions are a couple of additional complications raised by an anal-
ysis of the kind offered by Masciandaro and Romelli. Since most economies are open, 
how do globalization and exchange-​rate regimes enter the picture when thinking about 
the role of CBI? Since textbook depictions of the differences between fixed and floating 
exchange rates may not be accurate in a world where trade flows and financial flows op-
erate simultaneously, there is a need to consider these influences more seriously. Next, 
policy has waxed and waned between being forward-​looking, when inflation was under 
control and inflation objectives were met on average, and a tendency to be backward-​
looking because central banks were hesitant to remove policy accommodation until 
there was sufficient data to convince them to change course. How these attitudes toward 
the setting of the stance of monetary policy interact with how we think about the con-
cept of CBI also needs more research.

Both CBI and the manner in which central bank decisions are delivered raise issues 
about the governance of central banks. There is, of course, a large literature on corporate 
governance where, for example, the long-​term interests of shareholders play a critical 
role. However, in chapter 4, Capie and Wood ask who are the shareholders of central 
banks. The answer is government. However, governments change every few years in a 
democratic society, and there is really no equivalent at the central banking level of an 
annual shareholders meeting. Moreover, even if, technically speaking, the government 
has controlling interest in the shares of the central bank, in spirit it is the public to whom 
most central banks ultimately feel responsible.

Complicating matters, as Capie and Wood remind us, is that many of the original 
central banks were private institutions. It is only over a considerable period of time that 
central banks became the public institutions we know them as today. Hence, the authors 
suggest that it is useful to draw parallels and lessons from corporate governance for the 
governance of central banks. The BoE and the Reserve Bank of New Zealand (RBNZ) 
serve as the case studies. The BoE is one of the oldest institutions of its kind, while the 
RBNZ is a relatively young institution. More important, perhaps, New Zealand is the 
archetypical small open economy, while the same is not true of the United Kingdom. 
Capie and Wood conclude that small open economies, by their nature, need to be flex-
ible since they are subject to numerous external shocks. As a result, in such societies, a 
premium is placed on protecting the central bank from the vagaries of undue political 
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interference while demanding that there should be clarity of purpose and an account-
able set of objectives.

It is useful, of course, to consider the governance of central banks in relation to models 
used in the private sector. Nevertheless, whereas private concerns are expected to max-
imize profits, the objective function of central banks is more complicated and more dif-
ficult to observe. It is also the case that legal tradition plays a role. The Anglo-​Saxon 
approach inherent in the histories of the two central banks considered in chapter 4 is 
not necessarily portable to other parts of the world with different legal traditions. Next, 
it is commonplace to examine the relationship between the government and the central 
bank as one where the former is the principal and the latter acts as the agent. However, 
there are other ways of thinking about these two organizations, for example, through the 
prism of preferences for inflation versus real economic outcomes, that is, via the belief 
that political cycles exist. Finally, when private corporations tinker with governance, it is 
almost exclusively because of an economic imperative. In the realm of central banking, 
reforms are often prompted by political considerations. Indeed, Capie and Wood rec-
ognize that crises play an important role in the evolution of governance structures over 
time but that how these reforms are implemented is likely also to be influenced by the 
resilience and transparency of political institutions.

1.3  Part II: Central Bank Financing, 
Balance-​Sheet Management,  

and Strategy

Before the GFC, it was very difficult to get academics to show any interest in cen-
tral bank balance sheets. Since then, the ballooning of these balance sheets in the 
central banks of the main Western countries has become one of the most important 
issues on the agenda. Part II of this book focuses on its study. Chapter 5 by Reis and 
chapter 6 by Cukierman cover part of this topic. Cukierman, in particular, explains 
how the balance-​sheet increase emerged initially, as central banks hurried to fill the 
gap caused by the virtual closure of wholesale markets. Then, as the zero interest 
bound was reached, central banks expanded their balance sheets further, trying to 
drive down interest rates farther out along the yield curve and in markets for other 
financial instruments, as part of a program to try to increase monetary policy’s con-
tribution to the recovery of the real economy and to get bank lending restarted in 
particular.

However, while the history of how central banks got into this territory in the first place 
is of great interest in its own right, the major current concern is over how this will all de-
velop in the future. How can central banks move to an orderly system where economies 
are growing, interest rates are back to the levels that were normal in the decades before 
the GFC, and inflation remains firmly under control? The Bank of Japan (BoJ) and the 
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European Central Bank (ECB) are still in the expansionary phase, and the BoE is de-
bating whether it has reached the turnaround point. Of the major central banks that ex-
panded their balance sheets in a significant way, only the Federal Reserve has embarked 
on the process of the return toward some sort of new normality, and that is still rather 
hesitant and without a clear long run.

It is tempting to argue by analogy that these banks are facing the same sort of problem 
that homeowners face when they discover rotting timber beams. They must rush around 
and support the house in the short run, put up scaffolding, remove the rotten timber, de-
termine the causes of the rot, put those right, replace the timber, make other adjustments 
to strengthen the building, repair the damage, and only then can the supports and the 
scaffolding be removed in the expectation that the house will survive for the indefinite 
future, provided it is carefully maintained. However, part of the fear is that the building 
will never be the same again. Perhaps the supports are still needed; removing the scaf-
folding may reveal other problems.

It is not a simple matter just to reverse the flow of purchases, nor is there any indica-
tion that the rate of reabsorption should be the mirror image of the increase. In the first 
place, the banking system needs to return to proper stability with greater capital and 
a confidence that the atmosphere that led to the excesses before the crisis will not re-
turn. That will provide an environment for markets to operate normally again and for 
the central bank to bow out of the system, except for its continuing safety-​net role. (At 
least they have had the opportunity to demonstrate the great strength of that net.) In the 
second place, monetary policy needs to return toward normality. Over the last decade, 
the fear has been of deflation, and the ECB’s raising of interest rates in 2011 turned out to 
be premature, to say the least. In the recovery period, inflation will again be the concern. 
Although all the main countries may be in reasonably similar parts of the cycle, if they 
act at different times, this has an effect on the exchange rate, which, outside the United 
States and to an extent the euro area, also has an impact on the inflation rate, as it is an 
important channel in the inflationary process. Indeed, monetary policy in China is also 
part of that particular equation. A falling exchange rate in a period of slack demand does 
not have its usual inflationary impact and is therefore not such an unattractive policy 
and indeed leads to competitive downward pressure, as was experienced in the 1930s 
after the 1929 crash.

A third complication is the distortions in behavior that the unusual period of low in-
terest rates and quantitative expansion has led to. The most obvious example is the re-
covery in real estate prices and other asset prices, which are now back to historically 
high levels and ratios in many countries. Unsustainably high asset prices were an im-
portant part of the sharp downturn in the GFC. Central banks are, not surprisingly, cau-
tious about triggering another cycle of financial difficulty just as their economies appear 
to be exiting from the last one. Indeed, the most critical judgment of the consequences 
of QE and very low interest rates comes from Schnabl (in chapter 19), who sees them as 
sowing the seeds for increasing instability, not as solving the problems of the past.

For this reason, Cukierman, in chapter 6, puts all of the issues together, including 
these macroprudential concerns. Central banks and other macroprudential authorities 
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have sought to drive a wedge between general inflation in the consumer price level and 
inflation in asset prices, especially real estate, by using tools that impact sectoral lending 
and borrowing. Such concerns are not unique to central banks that have encountered 
the ZLB. Even in Australia and New Zealand, where interest rates have been low but not 
extreme, house prices have taken off, and by some counts, the Auckland housing market 
has shown the greatest tension in terms of debt-​to-​income ratios. In that case, a raft of 
constraints, limiting investment from overseas, restricting loan-​to-​value ratios, and 
increasing capital requirements, do appear to have cooled the market. Although experi-
ence elsewhere, such as in Hong Kong, suggests that such periods of cooling may still be 
temporary if the underlying constraints on supply from the availability of building land 
and the pressure on demand from immigration continue.

The nature of the balancing act in trying to return to normality without causing worse 
problems is therefore considerable. Indeed, there is a fourth concern that relates more 
directly to the management of the central bank’s balance sheet, namely, that as interest 
rates rise, asset prices will fall and central banks could realize losses if they sell assets 
below purchase cost.

In one sense, this can be avoided if assets are held to maturity and central banks ma-
nipulate the term structure of their holdings appropriately so that they can still sell 
enough assets to absorb the required amount of liquidity from the financial system and 
banks in particular.

Reis also looks at the economy-​wide concerns in chapter 5 but from a different per-
spective. He notes that in QE, the central bank is in effect assisting fiscal policy. On the 
one hand, the state is seeking to expand the economy in the post-​GFC downturn by 
running large deficits and raising substantial new debt to finance them. The central 
bank, on the other hand, is buying this debt on secondary markets and giving financial 
institutions the resources to buy further new debt, when it is issued, with the resulting 
proceeds. This sounds like an unbelievable money machine, and at some point, the pro-
cess does have to come to an end before the system explodes. Central banks can be-
come insolvent when they go beyond the point where the state can borrow the money 
to bail them out. In the meantime, however, as both Reis and Cukierman point out, the 
central bank could, in effect, issue helicopter money, as in a depressed environment 
the inflationary consequences are not apparent. However, here, too, there is a limit to 
how much the printing press can be used before confidence is lost and hyperinflation 
ensues. In any case, giving money directly to people would be a highly politicized deci-
sion and not something a central bank would do without the direct encouragement of 
the government.

Reis takes the issues a step further by considering the extent to which the central bank 
can redistribute resources within a financial area, as the ECB has done since the sover-
eign debt crisis struck in 2010. Clearly, simply redistributing seigniorage dividends in a 
manner different from the capital key is not going to be politically possible, but in 2014, 
the ECB did agree to pay back to Greece the extra revenue it was earning from holding 
high-​interest Greek government debt. It is perhaps more interesting to look at how the 
ECB has effectively been able to redistribute through emergency liquidity assistance to 
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the Greek banking system and through allowing major imbalances to build up in the 
TARGET2 system. The ECB has thus been able to push the envelope quite considerably 
beyond simply buying securities in secondary markets, and with the option to under-
take “outright monetary transactions,” it can do so further.

Central banks have not reached the end of what they could do with their balance sheet 
to assist monetary policy and economic recovery. For example, while forward guidance 
is normally used simply to indicate what expected economic outcomes would imply for 
the setting of monetary policy under prevailing policy, it could be used to indicate that 
central banks will permit higher inflation for a while in the interests of recovery.

A more drastic move discussed by Cukierman is to alter the role of cash so that ef-
fectively it can also attract a negative interest rate to drive down the short-​run base of 
the entire system. At one extreme, the central bank could simply end the use of notes 
and coins except for trivial transactions and replace them with a digital equivalent 
whose value can fall. At the other extreme, notes could be dated so that they have to be 
exchanged at regular intervals or see their value fall. Either way around this seems to be 
in the realm of the theoretically possible rather than the politically likely. However, as 
we discuss later in this chapter, the introduction of digital currency (without any im-
plication that its value might be written down) is a much more reasonable possibility 
into which a lot of practical research is being undertaken at present. Other theoretically 
possible changes in the role of the central bank are also discussed by Cukierman, such 
as the introduction of some version of the Chicago Plan where commercial banks have a 
100 percent reserve requirement. But unwinding at least some of the central banks’ unu-
sual balance-​sheet position derived from the GFC seems more likely than further steps 
into more extreme territory.

Ultimately, the concern for both Reis and Cukierman is that the deeper the involve-
ment with semifiscal issues, the more likely it is that the independence of the central 
bank will be compromised. On the one hand, the solvency of the bank may become 
an issue with its expanded balance sheet, while on the other, the fiscal authority is so 
stretched that it might feel it needs to constrain the central bank’s shrinkage of its balance 
sheet in the interests of its own stability. As Cukierman points out, with the expanding 
role of the central bank in the field of financial stability and macroprudential policy, it 
increasingly needs to be closely involved with the other main public sector actors, par-
ticularly the ministry of finance.

Chapter 7, by Thornton, is a longer-​term review of monetary policy strategies over 
the last one hundred years or so and hence is somewhat separate from the others, ex-
cept insofar as it also obviously covers the balance-​sheet expansions of recent years. It 
provides a very interesting history of the debate about how monetary policy can affect 
inflation and aggregate output in the economy, where new ideas have emerged as ex-
isting theories appeared to be contradicted by actual behavior, with the insights of John 
Maynard Keynes and William Phillips being interesting examples. A second level of de-
bate has been over which transmission mechanisms are leading to the effect. To some 
extent, the experience may well have been that a change in policy led to a change in 
behavior. Goodhart’s law is a helpful case in point; as soon as money targeting became 
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popular in the 1980s, what appeared to have been a stable money demand relationship 
evaporated, leading to the adoption of inflation targeting with a much more pragmatic 
approach to the relationships but with a firm emphasis on looking forward rather than 
correcting previous errors. As Gerald Bouey, governor of the Bank of Canada, put it in 
1982, “we did not abandon a monetary target, it abandoned us” (Crow 2013, 40).

The general philosophy behind inflation targeting is very simple: if inflation looks 
as if it is going to rise above acceptable levels, you should tighten monetary policy, and 
similarly, if it looks as if it is going to fall, you should loosen. However, there has been 
considerable debate and very extensive modeling effort to try to make policy more accu-
rate. In chapter 7, Thornton contrasts interest-​rate targeting with money targeting and 
forward guidance, and it is this last that links his work very firmly with the other two 
chapters in this part of the book. He is critical of forward guidance not simply because it 
is state contingent, which means that it is still difficult for people to form a view of what 
will happen in the future, but also because much of its rationale depends on how expec-
tations of the term structure of interest rates are formed. He then goes on to contrast in-
flation targeting with nominal income targeting and QE, again providing a link with the 
two earlier chapters.

As with forward guidance, Thornton is very critical of QE and memorably remarks 
that “Bernanke (2014) quipped that ‘the problem with QE is that it works in practice 
but doesn’t work in theory.’ The problem, of course, is that if it doesn’t work in theory, it 
won’t work in practice, either.” As a result, Thornton’s conclusion about the appropriate 
monetary policy strategy is rather negative. Thus far, all models are too simplistic to ex-
plain what the optimal reaction should be, and hence central banks tend to take a rather 
pragmatic approach. While QE and forward guidance may be the latest policies, it is 
clear from Thornton’s conclusion that he expects the lessons of time will be rather nega-
tive in their regard as well.

1.4  Part III: Central Bank 
Communication and Expectations 

Management

Whereas in the 1970s and 1980s it was considered that monetary policy is most effec-
tive when it is as opaque as possible, attitudes have certainly changed in recent decades. 
Nowadays, it appears that central bankers can hardly be too transparent and too open in 
order to be successful. Exemplary in this context are two quotes from Alan Greenspan 
and Ben Bernanke. While speaking to a Senate committee in 1987, Greenspan stated, 
“Since becoming a central banker, I have learned to mumble with great incoherence. 
If I seem unduly clear to you, you must have misunderstood what I said.”3 Whereas to 
Greenspan obfuscation was key, the opposite holds for his successor, Bernanke: “As a 
general matter, the more guidance the central bank can provide the public about how 
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policy is likely to evolve (or about the principles on which policy decisions will be based), 
the greater the chance that market participants will make appropriate inferences—​and 
thus the greater the probability that long-​term interest rates will move in a manner con-
sistent with the outlook and objectives of the monetary policy committee.”4

As these quotes indicate, the transition toward more, transparent communication set 
in well before the GFC. Nevertheless, the latter did change communication policies of 
most central banks significantly. The three chapters in this part of the book look into 
today’s role of central bank communication and transparency in the conduct of mon-
etary policy. Chapter  8 gives a survey of the different ways in which central banks 
communicate nowadays and how successful they have been. Subsequently, chapter 9 
provides a more in-​depth analysis regarding one particular communication channel 
of the US Federal Reserve, the Federal Open Market Committee (FOMC) postmeeting 
statements. Chapter 10 is devoted to measuring and comparing the degree of transpar-
ency of central banks around the world.

As argued by de Haan and Sturm in chapter 8, central banks communicate in different 
dimensions to the public. It can be on the objectives of monetary policy, on strategy 
and the decision-​making process, on (upcoming) macroeconomic conditions, or on ac-
tual or future policy decisions. Openness on each of these dimensions can be translated 
into degrees of transparency. In line with this, Dincer, Eichengreen, and Geraats dis-
tinguish in chapter 10 among political, operational, procedural, economic, and policy 
transparency.

Although the increased independence of central banks all around the world has been 
a clear driver of higher accountability standards and thereby increased reporting on 
and openness of objectives, strategies, and procedural aspects, in practice most of the 
interest rests on transparency and communication directly related to active and future 
monetary policy and the underlying economic motivation thereof. As indicated by the 
above quote from Bernanke, this kind of communication is expected to make monetary 
policy more effective and has, according to many, turned into a separate instrument of 
central banks to reach their objectives. Besides almost directly controlling short-​term 
interest rates through, for example, short-​term open market operations, communi-
cation can influence expectations about future short-​term interest rates, thereby af-
fecting long-​term interest rates. This instrument gains in value especially when facing 
the effective lower bound of short-​term interest rates, where traditional tools become 
ineffective.

This so-​called forward guidance comes in different shapes and forms, and de Haan 
and Sturm discuss their pros and cons. Although the academic-​oriented literature 
suggests that it would be most effective if central banks would commit, this is not what 
is actually observed. Although clear statements about the future policy path are likely 
to have a stronger impact than more cautious ones, a central bank fears a loss in credi-
bility when changes in economic conditions force it to deviate from such an announced 
path. Furthermore, history has shown that it is very difficult, if not impossible, to formu-
late waterproof state contingency. Nevertheless, there is general agreement that forward 
guidance did and does have a substantial effect on interest-​rate expectations.
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Furthermore, it plays an important role in UMP instruments that have been 
introduced during and after the GFC also to alleviate reaching the effective lower 
bound. Through the so-​called signaling channel, in which the central bank usually 
communicates about their size and duration, the effectiveness of these asset purchase 
programs is boosted. Without proper communication, the stimulating impact of such 
programs might be offset by expectations of higher policy rates.

A final broad topic discussed in chapter 8 is the management of inflation expecta-
tions. Communication helps to anchor inflation expectations and in that way supports 
changes in nominal short-​term interest rates to reflect changes in real rates. This allows 
the economy to return to its long-​run path faster. Whereas studies using inflation 
forecasts in general find that explicit inflation targets do help anchor inflation expecta-
tions, studies focusing on the general public’s knowledge of central bank objectives and 
firms’ and households’ inflation expectations come to more sobering conclusions.

Chapter 9, by Davis and Wynne, zooms in on communication of the US FOMC. Over 
recent decades, the FOMC has stepped up communication substantially. For instance, in 
1994, it started to release statements immediately after a policy meeting in which policy 
rates were changed. Since 1999, these statements have been issued after every scheduled 
meeting. In December 2004, the release of the minutes of these meetings was moved 
forward and now occurs three weeks after the meetings to which they refer. Following 
other major central banks, the chairman nowadays holds press conferences at regular 
intervals. Furthermore, members of the Federal Reserve Board of Governors and the 
individual Federal Reserve Bank presidents now release their economic forecasts four 
times a year as part of a regular Survey of Economic Projections.

Davis and Wynne concentrate on the FOMC postmeeting statements and document 
how these have become longer, more detailed, and more complex over time. Whereas in 
the early years these statements only contained a vague description of the policy actions 
of the Federal Reserve, they nowadays contain an assessment of the economy, a bal-
ance of risks, a forecast, and what sometimes can be interpreted as commitments on 
future policy actions. In that sense, these statements have turned into a policy instru-
ment affecting expectations and thereby financial markets. To test the latter, the authors 
use daily financial market data and estimate a daily time series of US monetary policy 
shocks. They also characterize some of the linguistic features of these statements and 
show that these features correlate with the identified monetary policy shocks. Especially 
during the period in which the federal funds rate reached its effective lower bound 
(December 2008–​December 2015), the absolute size of the monetary policy shocks 
increased on statement days and are a function of the length and the complexity of the 
FOMC statements. When controlling for the actual policy change, a similar relation-
ship is also shown to exist for the period before that: the impacts of the FOMC’s policy 
statements have increased as they got longer and more complex.

Chapter  10 broadens the scope again and looks at transparency in the world. 
Transparency is a commitment device disciplining central banks in their communica-
tion. It serves as a mechanism for accountability, a necessary condition for central bank 
independency. It forces independent central bankers to explain how their actions are 
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consistent with their mandates. It thereby enhances the credibility of the central bank 
and increases the effectiveness of the policy decisions made.

Dincer, Eichengreen, and Geraats’s main contribution is producing and publishing a 
new transparency index covering a panel of 112 central banks for the years 1998 through 
2015. The new index combines and extends the work of Eijffinger and Geraats (2006) 
and Dincer and Eichengreen (2008, 2014) by being more granular and thereby more 
focused while capturing developments in the postcrisis world. As mentioned earlier, 
it distinguishes among the political, economic, procedural, policy, and operational 
dimensions of transparency. As the new data show, central banks vary substantially 
across these different dimensions. From the point of view of the central bank’s ability to 
effectively pursue its mandate, it is important to understand to what extent and in what 
respects more transparency along these different dimensions is always and everywhere 
beneficial.

The chapter focuses on procedural and policy transparency. Regarding the first, 
a key aspect is the release of voting records and minutes without undue delay. Its 
desirability is discussed. With respect to policy transparency, the chapter analyzes 
its evolution in the wake of central banks’ postcrisis experiments with unconven-
tional policy measures and forward guidance. During the eighteen years covered, 
the index reveals a rise in monetary policy transparency throughout the world, ir-
respective of the level of economic development of the country and the monetary 
policy framework of its central bank. This trend has weakened in the wake of the 
GFC. With policy rates near the effective lower bound, the use of forward guidance, 
on the other hand, has increased substantially. Central bank communication can be 
fraught by complications. This may be part of the explanation for why the trend to-
ward greater transparency has slowed rather than accelerated following the crisis. 
The chapter presents some case studies illustrating that attempts to increase open-
ness can be taken too far.

Although these three chapters are able to cover a lot of relevant material and argu-
ably the core of topics related to central bank communication, gaps remain. They do 
not deal with discussions about how to translate the language of central bankers appro-
priately so as to be able to use it in empirical analyses. Text analysis is a rich and vastly 
expanding research area. More in-​depth analyses on other major central banks and/​or 
different forms of communication would also have been a natural way to extend this 
part of the book. Another example of a natural way to extend this part is to realize that 
since the GFC, central banks have moved away from institutions mainly concentrating 
on price or inflation stability toward those in which financial stability has become an-
other key task. Although the complications for communication strategies that accrue 
are touched on in chapter 8, a more detailed analysis on its (future) consequences also 
for policy transparency would certainly have been insightful. Finally, although all 
three chapters ultimately are interested in how central banks influence expectations, 
each takes the expectation formation process for granted. The role of the media in this 
transmission process and how individuals form their expectations are largely still open 
questions.
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1.5  Part IV: Policy Transmission 
Mechanisms and Operations

Having instruments to carry out monetary policy requires knowledge of how these 
instruments affect the working of the economy. Economic theory distinguishes many 
different transmission channels. This part of the book is not intended as an overview but 
rather as a discussion of some of these transmission channels or ways in which mon-
etary policy operates in practice—​also in light of the GFC. From today’s perspective, 
it looks very much as if this crisis has also had a lasting impact on the ways monetary 
policy actions are transmitted into the economy. This part consists of four chapters, 
highlighting such aspects in different ways and from different angles.

Not only does the real estate sector play an important role in most financial and eco-
nomic crises, but it is also the sector through which most of the commonly distinguished 
transmission channels work. Arguably, no other sector is more sensitive to changes in 
interest rates or balance sheets. That said, cycles observed in construction are often not 
in sync with macroeconomic cycles—​a reason it might not always be straightforward 
for central banks to meet the objectives of monetary and financial stability simultane-
ously. Although this is increasingly recognized by policymakers, this new stylized fact 
has not yet been fully digested and incorporated by economic research.

Chapter 11, by Sinclair, deals with these and related issues by setting up a small model 
that links house prices and quantities using stock-​flow concepts, and explores how these 
variables are shaped over time. In that setup, it looks at how monetary and financial 
variables interact with the construction sector and analyzes what role the government 
should play to keep the financial system stable. Land and real estate are notoriously im-
mobile, but bubbles created in this market are foremost national problems that need 
national solutions. Macroprudential instruments, such as ceilings on loan-​to-​value 
ratios for lending on real estate, maximum mortgage durations, and refined minimum 
capital ratios on banks, can all help to prevent bubble formation in real estate markets 
and thereby financial instability. Allowing flexibility in these instruments might circum-
vent potential conflicts with monetary stability objectives. Looking at it from this angle, 
Sinclair recognizes that what is nowadays often labeled the financial cycle might differ 
substantially from the regular business cycle, thereby strengthening the case of viewing 
macroprudential policy as providing a necessary set of additional instruments to cope 
with the ever-​increasing complexity of the world. What is not discussed and therefore 
left for future research is the role of demographics and the impact of secular stagnation 
on real interest rates and housing prices.

Gambacorta and Mizen focus in chapter 12 on the most traditional of all transmis-
sion channels, the interest-​rate channel. After summarizing its theoretical foundations, 
the chapter reviews the literature on the pass-​through of policy into lending and de-
posit rates. It is thereby realized that the environment has turned more complex since 
the GFC and not only that other channels specific to the banking system impinge on 
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this traditional transmission channel but also that the necessity to look into the different 
funding sources to understand the cost of bank funding has become more important. 
The so-​called bank lending channel and the bank capital channel are discussed from 
this angle, as is the influence communication has on expectations about policy rates. 
Although the chapter also considers forward guidance, it does not go into issues related 
to the effective lower bound and whether there is a difference in this respect between 
policy and retail rates.

Despite concerns about a weakening of monetary transmission, most research still 
points toward a strong and robust relationship between policy and retail rates. The role 
played by lending standards in determining the strength or weakness of the interest-​rate 
channel is potentially important but it not touched on in this chapter. Further and future 
institutional changes, for instance, along this dimension, will likely continue to alter the 
banking system and thereby influence the transmission process of monetary policy. The 
chapter argues that this is perhaps most evident in Europe, where the emerging banking 
union will trigger more cross-​border banking competition.

Digging deeper into the interest-​rate transmission channel, chapter  13, by Fuerst 
and Mau, deals with the term premium, its variability, and the role monetary policy 
plays in this. The effective lower bound on short-​term policy rates triggered the intro-
duction of new instruments aimed at directly affecting returns on long-​term bonds 
and thereby the term premium. In an environment in which balance sheets of many 
major central banks are likely to remain large for a long time, the question emerges of 
to what extent the term premium should remain an input, or even target, for mone-
tary policymakers. To answer this, Fuerst and Mau use a dynamic stochastic general 
equilibrium (DSGE) model in which either Epstein-​Zin (1989) preferences separate 
risk aversion from intertemporal substitution elasticities or—​following Carlstrom et al 
(2015)—​asset markets are segmented such that short and long bonds are priced by dif-
ferent (constrained) agents. Whereas in the first case, the term premium should not di-
rectly concern policymakers, in the second one, there is a clear role for monetary policy 
to smooth fluctuations in the term premium. The latter model can be calibrated such 
that it matches the empirical mean and variability in the term premium. This does not 
appear possible when using the first model. The authors therefore conclude that there 
are significant welfare gains to a central bank smoothing the term premium. Long-​
term bond yields can be decomposed into average expected future short rates and term 
premiums. Taking the conclusions of this chapter at face value requires policymakers 
to distinguish between these different components in order to measure the not directly 
observable term premium. As with discussions involving potential growth and the non-​
accelerating inflation rate of unemployment (NAIRU), this is likely to pose policy issues 
that require further research.

In chapter 14, Toporowski looks into the buying and selling of financial assets by the 
central bank as a way to implement monetary policy. He first takes a historical perspec-
tive and documents the use of open market operations as an alternative to interest-​rate 
policy when that policy cannot be used and as a supplement to such policy when it 
appears to be ineffective. In the modern world, the chapter argues, it is important to 
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distinguish between reverse purchase (or sale) agreements and “outright” purchases 
(or sales) of securities. Whereas the former agreements have the attraction that they 
allow central banks to inject (or withdraw) liquidity over a fixed time horizon, without 
committing to provide such reserves in the future and thereby potentially removing 
incentives to sound bank management, they ceased to have enough of an impact after 
the GFC. This caused a dramatic switch to outright purchases. Whereas prices at or near 
the bottom of the market have allowed central banks to earn capital gains, they also—​
given the thin capital base central banks work with—​substantially increased the risks 
in their balance sheets. It is furthermore argued that the effectiveness of open market 
operations depends not only on the state of the economy but also on the complexity and 
liquidity of the financial system.

1.6  Part V: The New Age of Central 
Banking: Managing Micro-​ and 
Macroprudential Frameworks

Perhaps nothing symbolizes the changes in central banking since 2007 better than 
the recognition that micro-​ and macroprudential concerns are not easily sepa-
rable. The veritable explosion of academic work over the past decade has at least  
provided the necessary ingredients to equip policymakers with the “known knowns” 
as well as the “unknown unknowns,” to use the expression made famous by former 
US defense secretary Donald Rumsfeld. This much becomes clear after reading the 
four chapters in this part. Nevertheless, several complications arise in the “new era” of 
central banking that policy or the profession have not yet fully grasped. First, there is 
some vague acknowledgment that monetary and financial stability go hand in hand. 
However, while there used to be widespread agreement about what constitutes good 
conduct in monetary policy, there was and continues to be a lack of clarity about what 
constitutes financial stability. About the best that can be said is that when it comes to 
financial stability, we know it when we see it.

Adding to the difficulties is that monetary policy involves, for the most part, 
monitoring easily observed policy instruments such as an interest rate, as is the case with 
the main objective of monetary policy, namely, a form of price stability.5 In contrast, 
measuring the quality and effectiveness of micro-​ and macroprudential regulations 
and policies is proving to be exceedingly difficult and subject to a number of different 
interpretations (e.g., see Barth, Caprio, and Levine 2013; Lombardi and Siklos 2016; and 
references therein). Second, before the crisis, there was some consensus about the de-
sirability of assigning micro-​ and macroprudential authority to separate institutions 
even if some coordinating mechanism would be required to ensure that the objective 
of financial stability is met. While the capacity of a particular country to support several 
institutions is one determinant, the notion that a central bank may be open to a moral 
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hazard type of dilemma by becoming responsible for supervising and regulating banks 
as well as being accountable for macroprudential objectives led several countries to as-
sign the relevant responsibilities to separate institutions.

It was never made clear by governments that devised such arrangements whether 
these institutions would be equal or whether the central bank was first among equals, 
especially since many central banks (e.g., the US Federal Reserve) were born out of a 
need to maintain some form of financial system stability. Moreover, it was often more of 
a hope and a prayer that separate micro-​ and macroprudential regulators would coop-
erate in, if not coordinate, their responses when crisis conditions emerged. The experi-
ence of the former Financial Services Authority (FSA) vis-​à-​vis the BoE is likely the case 
study par excellence of the failure of two critical institutions to operate in tandem in a 
time of need.

Davis, in chapter  15, considers the broad sweep of financial regulation and super-
vision and the role of the central bank over time and across several economies. He 
concludes that the wheel has turned so that, like the proverbial pendulum, we are “back 
to the future” (Masciandaro 2012). This means that what was long ago thought of as the 
core function of a central bank, namely, the maintenance of financial system stability, 
lost during an era when not only could monetary policy assist with ensuring calm fi-
nancial conditions but deregulation also was believed to lead to economic salvation, is 
now being returned to the portfolio of responsibilities that central banks acquired in 
the aftermath of the GFC. It comes as no surprise, as Orphanides (2013) and others (e.g., 
Siklos 2017) have pointed out, that central banks risk being overburdened. While some 
are willing to see the return of responsibility for financial stability as almost natural, 
given the historical origins of many central banks, others highlight the increased com-
plexity of financial systems and the growth of government as two factors that ought to 
make policymakers wary of making central banks even more powerful than they cur-
rently are. Even if we accept that central banks should be given more responsibilities, the 
difficult choice of deciding how much relative weight to put on monetary stability versus 
financial stability has yet to be addressed. Moreover, if the public is unable to observe 
how much emphasis a central bank places on one set of responsibilities over another, 
then much of the progress in central bank transparency and accountability may well 
be lost.

Taylor, Arner, and Gibson begin chapter 16 by arguing that the emphasis in central 
banking toward the maintenance of price stability meant that monetary authorities 
around the world effectively shied away from worrying about financial stability, which, 
according to a former central banker, is part of the “genetic code” of central banks. 
Supported by economic theory, this created conditions that were ripe for a large finan-
cial crisis. Focusing on governance arrangements among large systemically important 
economies (the United States, the United Kingdom, and the euro area), the authors con-
sider how the GFC changed institutional arrangements leading to a much greater em-
phasis on the control of systemic risks. Their tour d’horizon tends to find favor with the 
so-​called single-​peak arrangement (see Haldane 2009) of the BoE wherein separate but 
largely equal bodies are responsible for both monetary and financial stability policies 
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but are housed under one roof. In contrast, recent reforms in the United States have 
resisted giving the Fed sole responsibility over financial stability, while the euro area’s 
response is not only a work in progress but, as this is written, resembles a hybrid of the 
US and UK responses to the GFC. Nevertheless, it may be somewhat of an exaggeration 
to conclude, as the authors seem to suggest, that a “new macroprudential consensus” has 
been reached as none of the current systems has been tested by a financial crisis.

Llewellyn, in chapter 17, makes two interesting observations. First, regardless of one’s 
assessment of the effectiveness of regulatory changes since the GFC, they amount to 
substantial changes of an order that we have not seen for decades. Second, policymakers 
have woken up to a recognition that reducing bank failures is not a sufficient end in itself 
for financial regulation. It is equally, if not more, important to minimize the social costs 
of financial instability. Indeed, the chapter goes on to explain how the previous focus on 
bank failures is incapable of being met without proper recognition of the social aspects 
of financial regulation. In other words, regulation cannot be exogenously determined 
without considering the process by which it is enforced. Indeed, over and above these 
elements, policymakers, regulators, and supervisors have paid insufficient attention to 
the “culture” of banks, and this is an aspect that also contributes to the endogeneity of 
bank regulatory structures observed globally. It is clearly essential to recognize that the 
scope and structure of regulation of the financial system are not independent of other 
institutional arrangements in different financial systems. Nevertheless, beyond corpo-
rate culture, there is also political culture to consider, and it is unclear how the nexus 
between the two complicates recommendations for regulations intended to mitigate the 
likelihood of future financial crises. All of the problems highlighted by Llewellyn are 
otherwise known as leading to the problem of regulatory arbitrage, and as the chapter 
suggests, we simply do not have a comprehensive set of tools and policies to mitigate 
attempts to exploit the financial system that contribute to creating conditions for the 
next financial crisis. There is an urgent need to develop a strategy. As in other areas, 
a successful strategy will have to be calibrated so that it recognizes country-​specific 
factors.

Dwyer’s chapter 18 moves away from solely considering the institutional consequences 
of the shift toward greater emphasis on financial stability through macroprudential reg-
ulation to also ask, through the lens of macroeconomic consequences, whether there are 
good grounds for thinking that existing macroprudential regulations will be successful. 
The chapter reviews what we know, including several historical lessons, and concludes 
that emerging regulatory regimes are built on shaky foundations. Dwyer reminds us not 
only that there is a fallacy in believing that there exists a perfect regulatory structure 
designed by government that can prevent the worst effects of a financial crisis, some-
thing that economists have known for decades, but also that the “time inconsistency” 
that plagues monetary policy exists in a fashion when macroprudential policies are 
examined. In other words, it is not enough to design a macroprudential policy strategy. 
Instead, a successful policy aimed at maintaining financial system stability must also 
provide the right incentives so that regulators and policymakers can maximize the like-
lihood that the best solutions are adopted. Throwing cold water on the ability of existing 
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macroprudential strategies to prevent the next financial crisis is possibly a valid con-
clusion. The harder task, left out of the existing literature, is to find concrete solutions 
to the incentive compatibility problem highlighted in Dwyer’s contribution. Moreover, 
designing clear rules of conduct for macroprudential regulation is clearly important, 
but there is an equally critical need to acknowledge and build in escape clauses and 
directives so that the scope for discretion is understood by all. This is perhaps as impor-
tant as the design of incentives that Dwyer emphasizes, as Tucker (2016) has emphasized 
(see also Siklos 2017).

1.7  Part VI: Central Banking  
and Crisis Management

Before the GFC, most of the major central banks were largely content with the crisis-​
management arrangements they had in place. However, once the crisis struck, it became 
clear that all of the regimes in place had difficulties, many of them catastrophical. There 
has therefore been a dramatic flurry of activity over the ensuing decade to try to improve 
such systems, which is yet to be completed. Even without any new measures, the existing 
changes will not be fully implemented until the mid-​2020s.

The principles of good crisis management were well known before the GFC, but for-
tunately, most schemes had not been vigorously tested. The United States, for example, 
had had to handle many individual bank failures, including a major concentration of 
them in the savings and loan crisis of 1986–​1995, which led to the improvement in sys-
tems, in particular through the Federal Deposit Insurance Corporation Improvement 
Act of 1991. But these were failures of more than one thousand small institutions, and 
even though in total the losses were considerable at $160 billion, they were not suffi-
cient to result in a recession. The Nordic crises of 1989–​1993 and the Asian crisis of 1997 
were, however, rather more dramatic and resulted in significant changes. Nevertheless, 
part of the reason for the catastrophic nature of the GFC is that on the one hand, the 
Nordic countries actually managed to handle their crises rather well, while on the other, 
the Asian countries have made themselves far less vulnerable to the problem in the first 
place. This provided the opportunity for central banks to be at worst complacent and at 
best overconfident about their ability to handle any new crisis.

The story told in the three chapters of this part of the book, therefore, only begins in 
the 1980s.

In chapter 19, Schnabl explains the evolution of central bank crisis management of 
the period by reference to Austrian business cycle theory. He shows that the approach 
has been asymmetric and as a result has increased instability. Mayes, on the other 
hand, looks in chapter 20 at the lessons learned over the period and how they are being 
implemented, before making a critical appraisal of how they might work in the future. 
Honohan, Lombardi, and St. Amand’s chapter 21 takes a more prescriptive approach and 
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sets out not just what is being done but also what needs to be done in the light of experi-
ence to ensure a well-​run system.

Crisis management is inherently asymmetric. Although planned for, it is only actuated 
when needed or thought likely to be needed. In good times, central banks focus on crisis 
avoidance, although both the system and individual institutions must be structured so 
as to make efficient crisis management possible. There is some degree of symmetry in 
macroprudential measures in that they are strengthened as the economy expands and 
builds up pressures but are released in the downturn. However, that symmetry is some-
what limited. It is rather like the principles behind the “Greenspan standard,” whereby 
monetary policy leans against the wind as the economy grows faster but not to the full 
extent of the inflationary threat, because the authorities can respond very vigorously 
when the bubble bursts and (it was thought) avoid a recession. The reasons for not 
intervening fully on the upside were twofold. First, it might very well be that there had 
been technical or other innovations that permitted a higher noninflationary growth 
rate, and it would be a really bad idea to nip that growth in the bud and prevent it from 
emerging. Second, if the central bank pulled the plug, even where warranted, the blame 
for causing the downside would fall on it. If some other event intervened, then the bank 
would only be responding to the pressures and hence largely avoiding the responsibility.

Schnabl interprets crises entirely in the framework of monetary (mis)management 
and views the Greenspan standard approach, which he regards as a general char-
acterization of monetary policy over the last thirty to forty years, not just something 
relating to the United States, as a progressive deviation from a sustainable policy. It is 
not so much that the low inflation environment that has prevailed, with its apparent 
stability, has driven equilibrium real interest rates down but that the asymmetric policy 
is destabilizing. These outcomes are particularly strong in the post-​GFC era but also 
acted as a fundamental cause of the crisis itself in the early 2000s. The excessively low 
interest-​rate regime is cemented by a perception that sustainable growth rates in the 
economy have fallen, leading people to believe that they represent a lower equilibrium 
rather than the conditions for the next destabilizing financial cycle. The cycle Schnabl 
describes has both real, money and credit-​driven components. Thus, there is both ex-
cessive investment and a boom in credit and asset prices generated by the excessively 
low interest rates.

What makes the whole of this process worse is that deregulation of the financial 
system internally allows the cyclical process to be more dynamic and removing financial 
barriers internationally increases its contagion around the world in what Schnabl calls 
“wandering bubbles.” One country’s low rates cause its exchange rate to fall and gives it 
a competitive advantage, which leads other countries to respond. This cycle can be seen 
clearly in the 1980s, beginning with the Japanese both in the run-​up to their crisis and in 
the response to it.

Schnabl’s chapter feeds through to the other two chapters in this part of the book 
when he refers to the behavior of the supervisory authorities once banks get into trouble. 
The banks themselves will be faced by a build-​up of nonperforming loans in the crisis. 
The obvious response is to try to build a bridge over the initial period of difficulty by 
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advancing more to the distressed borrowers so they can service what they have already 
borrowed. This contributes to the asymmetry of the cycle, as does the next step of bailing 
out the banks to stop them from failing and worsening the credit crunch. Thus, little ac-
tion is taken in the upturn to moderate the excesses, while vigorous action is taken in the 
downturn to avoid the consequences of those excesses being realized. It thereby sets the 
grounds for a progressive amplification of these cycles and at the same time encourages 
the decline in trend productivity because the inefficient are kept in business. Schnabl’s 
view of the future is doubly pessimistic. Indeed, the perspective is even worse, as this 
asymmetry contributes to increasing inequality, favoring those who can acquire assets 
that benefit from the approach and harming those who suffer from the slower growth 
and lower and more precarious incomes. The consequences are reflected in higher 
debt ratios all around, for countries and for households, both of which will push the 
system closer to unsustainability and collapse, assisted by growing debt service ratios. 
As Honohan, Lombardi, and St. Amand put it, “Overzealous crisis management can un-
wittingly sow the seeds of the next crisis.”

The other two chapters are generally more optimistic in tone, although neither 
suggests that it is possible to get to some nirvana without the cycles and crises. They 
focus in particular on the lessons learned as a result of the GFC. The most important is 
that the authorities have to be able to handle problems in failing institutions promptly 
and at low cost without a simple taxpayer bailout. Moreover, that ability to handle the 
problem—​to the detriment of the existing owners, management, and creditors of the 
institution—​needs to be thoroughly credible. In that way, owners and managers should 
want to run their businesses more prudently, but if danger threatens, they will want to 
make sure they can organize a private-​sector solution that maximizes the value for them 
and increases the chances of retaining their jobs.

The asymmetry of the process is clear. Action when a bank fails cannot be avoided, 
but in allowing pressures to build up and in intervening early to head off more serious 
problems, there is a choice, and the tendency in the past has been toward forbearance. 
Even with compulsory early intervention and prompt corrective action in the United 
States, problems have been allowed to mount, and the adverse signals have been 
disregarded. Indeed, as Mayes points out, crises normally occur because collectively 
people talk themselves out of the need to act (part of the “this time is different” syn-
drome highlighted by Reinhart and Rogoff 2009). Honohan, Lombardi, and St. Amand 
argue cogently against the dangers of “groupthink” that ostracizes those who try to ques-
tion the general feeling. The system therefore always has to be able to cope with missed 
opportunities and unexpected shocks. As they put it, “In short, what is needed for good 
central bank crisis management is preparedness and a willingness to take quick and de-
cisive action.”

If anything, there is a tendency to spend too much effort on problem avoidance, be-
cause the costs of a crisis are so high that even small chances of reducing their occur-
rence comes out well in cost-​benefit analysis. However, the costs of crises are only borne 
if they occur, but the costs of the avoidance measures are borne all the time—​even if 
there is nothing to avoid. Using macroprudential tools will help in limiting asset price 
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bubbles and credit expansions. The capital and liquidity buffers currently in the pro-
cess of implementation are intended to be large enough that the systemically important 
banks in the global financial system would not become insolvent in the face of shocks of 
the size experienced in the GFC. As a result, attention has now passed to the process of 
recapitalization, which is to be achieved by “bailing in” the creditors. Large institutions 
cannot be allowed to stop working, or they risk bringing the whole of the rest of the fi-
nancial system down with them because of their degree of interconnection. The resolu-
tion method therefore needs to be able to remove the owners and senior management 
and recapitalize the institution while it continues to function.

Although a longtime advocate of bailing in, from the times before the term had been 
coined, Mayes is cautious about whether it can be used in all circumstances and, indeed, 
whether such an ability makes crises more or less likely. If the threat of a bail-​in panics 
holders of such instruments in all banks and not just those in trouble, then it could 
trigger a market crisis of its own. Much of the debate in practice is going to be over who 
will be bailed in. As has already been seen in the case of Italy, in 2016, the government 
preferred to use a preventive bailing out of Banca Monte dei Paschi di Siena rather than 
let retail holders of bonds be bailed in. Similarly, in the cases of Veneto Banca and Banca 
Popolare di Vicenza, in 2017, where the same technique could not be used as the ECB 
had determined the banks had failed, it preferred to inject taxpayer funding into the 
resolution of these two banks rather than let such bondholders bear the losses. The list 
of who can be bailed in without severe wider consequences worse than having a bailout 
may not be long enough.

However, the main point that Mayes addresses in chapter  20 is that despite the 
advances being made in resolution tools, coordination among the authorities, and 
macroprudential preparedness, the tools and responsibilities are primarily national, 
while the major financial institutions in the world being regulated are international. 
At worst, a national authority on its own does not have the resources or the powers to 
handle a major insolvency without a disorderly resolution, as illustrated by Iceland and 
Cyprus, among others. At best, the problem is that the authorities in the various coun-
tries, although willing, are unable to cooperate sufficiently and fast enough to address 
the problem in time. Hence, the favored international solutions have tended to go for 
either putting the responsibility on the home country of the institution for solving the 
entire problem itself (labeled single point of entry) or making sure that each country is 
able to solve the problems in its own jurisdiction irrespective of the degree of coopera-
tion from the other (multiple point of entry). Australia and New Zealand have followed 
that route, while the United States and the United Kingdom have chosen the single point 
of entry. As with all recovery and resolution plans, they are only plans and can only be 
tested in artificial circumstances.

Despite these differences of opinion, Honohan, Lombardi, and St. Amand point out 
that a considerable “transnational epistemic community” has been established which 
has agreed on the principles of how the problems should be resolved. The Bank for 
International Settlements (BIS) and the Financial Stability Board (FSB) have been the 
major forums for these agreements.
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A clear theme that runs through the changes since the GFC broke out is that in ge-
neral, the role of the central bank has increased. Central banks have frequently become 
the resolution authority, as in the United Kingdom, and have also become responsible 
for macroprudential supervision. If the central bank is already the supervisor of indi-
vidual institutions, then this a very major concentration of power in the system. This 
can effectively force the central bank into being a more political body, as demonstrated 
by the ECB in the case of the Irish and Greek crises explored in both chapter 20 and 
chapter 21. It certainly propels the central bank into having a much closer relationship 
with the government as wider issues may need to be borne in mind when resolving a 
bank or lending to it when it faces an indistinct combination of liquidity and solvency 
problems. Honohan, Lombardi, and St. Amand put it even more strongly:  “central 
bankers are inherently political actors.” Thus, the idea of the central bank being able to 
take a step back from the political pressures and apply a purely technical solution based 
on rules laid down in advance and clear evidence of the likely outcomes is obviously 
at variance with reality. The system may therefore change again if crises are perceived 
to generate conflicts between the central bank and the government—​something that 
becomes more likely when the central bank has a range of objectives, some of which may 
conflict. It is inherent that problems may occur outside the central bank’s traditional 
field of direct responsibilities—​as was seen with investment banks and the American 
International Group (AIG) in the United States during the crisis. As the guardian of 
financial and macroprudential stability, the central bank has to act even if this has 
repercussions later. Similarly, when encountering the effective lower bound or the crisis 
of confidence in the euro area, the central bank has to step outside the traditional box 
and lend under conditions it would not previously have countenanced and challenge the 
limits of its powers.

The euro area in particular is operating with a new set of largely untried institutions 
and, indeed, legislation, with a new Bank Recovery and Resolution Directive, a 
new Single Resolution Board, new arrangements for pooling funds with the Single 
Resolution Fund, in addition to the new supervisory role for the ECB. How well this will 
work out in practice remains to be seen.

Communication plays a critical role in crisis management. Handled badly, it can re-
sult in a bank run, as in the case of Northern Rock. The central bank will only be suc-
cessful in many of its actions if it is credible and if those involved believe the policy 
will work. Confidence is crucial, and what swings that may be relatively small errors 
and successes, which may even be due to factors outside the central bank’s control. As 
Honohan, Lombardi, and St. Amand point out, the central bank and the government 
need to act in concert for the credibility to hold. But there are strong incentives for each 
party to try to place the risks involved on the other. Thus, the central bank making losses 
due to a marginal bank failing may look much better to the government than if the same 
losses are occurring directly on its books from the issuing of a guarantee. Without gov-
ernment endorsement, central bank actions can lack legitimacy.

Argument from examples is always helpful, and chapter  21 explores the cases of 
Indonesia in 1997, Argentina in 1989 and 2001, the United Kingdom with Northern Rock 
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in 2007 and the Royal Bank of Scotland and Lloyds/​Halifax Bank of Scotland in 2008, 
Ireland in 2008–​2010, and the euro area in 2010–​2012. These illustrate both the mistakes 
that can be made and the measures that can be successful. With a long enough list of ex-
perience, central banks ought to be able to do better at crisis management in the future. 
As Honohan, Lombardi, and St. Amand conclude, good crisis management requires 
boldness and decisiveness, but their examples show weakness, delay, insufficiency, and a 
lack of preparedness. Maybe the next time will be different.

1.8  Part VII: Evolution or Revolution 
in Policy Modeling?

It should be clear by now that whereas the conduct of central banking rests on a heavy 
dose of judgment, the success of monetary policy prior to the GFC is also due in no 
small part to improvements in modeling. One does not have to go back far in time to 
find dissatisfaction with large-​scale macroeconomic models that central banks and sta-
tistical agencies began to construct in the 1960s and 1970s, that is, during the heyday 
when economists thought that economic policy could safely deliver the economy to a 
particular point on the Phillips curve. It took Sims’s work (Sims 1980), among others, 
to bring attention to the “incredible” restrictions built into early large-​scale models. 
Nevertheless, these large models developed decades ago at least had the virtue of making 
clear that understanding how economies evolve over time is potentially a complex task. 
Estimating the impact of certain policies precisely is also hazardous and subject to con-
siderable model uncertainty.

The first two chapters in this part of the book approach deeper questions about 
models that central banks use as inputs into the decision-​making process. In 
chapter 22, Goodhart, Romanidis, Tsomocos, and Shubik build on Shubik’s impor-
tant contributions in the role that default plays in our understanding of macroec-
onomic outcomes. It might seem obvious that the failure of financial transactions 
or the breakdown of certain financial relationships is an ever-​present phenomenon 
in most economies. Hence, this possibility ought to be a concern to central banks. 
However, in the rush to apply simple models to explain the evolution of key mac-
roeconomic variables, together with the firm belief that financial markets are effi-
cient and do not represent a threat to the real economy, models that ignored financial 
frictions were almost completely ignored by central banks. This lacuna continued 
even as monetary authorities in advanced economies began to develop models 
based on sound microeconomic principles. These were introduced not because their 
developers believed that markets were literally frictionless and that heterogeneity in 
individual behavior was not a fact of life. Instead, these assumptions seemed to get in 
the way of understanding how economies respond to shocks from the real economy 
or from external factors.
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The models of the kind described above came to be called DSGE models, and since 
the GFC, these have often been singled out as one of the culprits in the failure of eco-
nomics to “see the crisis coming.” The focus of chapter 22’s attack on the DSGE approach 
is the role of default as the principal form through which financial frictions throw 
“grease in the wheels” of financial markets. The chapter devotes considerable attention 
to how badly DSGE can mislead policymakers who ignore frictions, especially ones re-
lated to default, at their peril. Equally important, recognition of these frictions forced 
the monetary authority to contemplate in any formal framework developed to analyze 
the impact of shocks or policies to consider the trade-​offs between monetary and finan-
cial stability, including the much-​discussed contention by some that a lesson learned 
from the GFC is that “leaning against the wind” (LAW) may be a less successful policy 
than previously believed. As this is written, the debate about when or when not to LAW 
continues, but it remains largely a battle of ideas at the theoretical level, a point noted at 
the outset of this chapter. At the more practical level, LAW has fewer proponents, with 
central banks resorting to “data dependence” to avoid using policy rates to tighten, aided 
by low inflation and less than impressive real economic growth. The difficulty is not only 
that data dependence is a potentially overly flexible means by which not to take a stand 
until it is possibly too late but also that it relegates the economic outlook to becoming 
far less important to setting the current stance of monetary policy. It is worth recalling 
that central banking advocates of inflation control used to place heavy emphasis on the 
economic outlook in deciding how to set policy rates today. The authors of chapter 22 
do not take a stand on the LAW debate, while the next chapter, by Binder, Lieberknecht, 
Quintana, and Wieland, sees the existing evidence as indicative that LAW policies are 
not particularly effective. Nevertheless, even these authors likely admit that the jury re-
mains out on this question.

The recognition that financial frictions matter is far from new. Indeed, what we now 
call financial frictions were well known even during the 1950s. It is just that obser-
vation rendered these unimportant from a macroeconomic perspective, especially 
during the period of the Great Moderation. This view, of course, is no longer tenable. 
Nevertheless, it is also the case that economists in central banks quickly recognized 
the need to introduce such frictions, together with an acknowledgment that eco-
nomic agents are heterogeneous. What remains unclear is how best to model financial 
frictions and even how heterogeneous agents’ expectations should adjust in such an 
environment or in response to economic shocks. Equally clear, as chapter 22 stresses, is 
that the dimension of more suitable models for monetary policy analysis must increase 
substantially.

Chapter 23 adopts a different strategy vis-​à-​vis an assessment of the popularity of 
DSGE modeling in central banks. The authors’ approach centers on the empirical per-
formance of various models. They make a plea for more explicit recognition of model 
uncertainty and the need for model diversity since no one model will outperform all 
others at all times. The authors demonstrate that this kind of diversity is essential not 
only for providing an estimate of how much model uncertainty exists at any given 
moment but also because the success or failure of various models over time provides 



Central Banking’s Long March over the Decades      27

 

a mechanism for policymakers to learn how to improve them for policy analysis and 
forecasting.

Although, as shown in chapter 23, there continues to be, at least empirically, a prefer-
ence for models that retain a New Keynesian flavor, this is in part because models that at-
tempt to combine what is useful from finance and the recognition that financial frictions 
are important have not been confronted with data to the same degree as the models that 
reached a peak in their popularity around the time of the onset of the GFC. Matters 
become even cloudier when these more sophisticated models that are necessary for a 
postcrisis world are confronted with the various creative interventions implemented by 
central banks since 2008, generally referred to as QE. Finally, chapter 23 confronts the 
modeling challenges created by the growing acceptance of so-​called macroprudential 
instruments deployed to accomplish for financial stability what the central bank policy 
rate was able to do to deliver inflation stability. Unfortunately, there is a plethora of 
macroprudential policies, and together with the profession’s inability to date to agree 
on how to define financial system stability, research on the appropriate mix of mone-
tary and macroprudential policies is in its infancy (see Lombardi and Siklos 2016 and 
references therein). The age-​old rules-​versus-​discretion debate, thought suspended for 
a time when the Taylor rule seemed an adequate depiction of how monetary policy can 
be carried out, has been revived. Once again, as this is written, we are a long way from 
achieving any new consensus on these questions.

All of the foregoing attempts to model economic activity and its dynamics stem from 
the need for central banks that aim to control inflation and, now, maintain financial 
system stability to provide an outlook for the economy. Despite the fact that a marked 
preference for “data dependence” to explain why central banks delay a return to his-
torical norms for interest rates, financial markets, among others, continue to demand 
and expect central banks, in particular, to provide regular updates to their forecasts. As 
Siklos’s chapter 24 points out, just as DSGE models were accused of neglecting impor-
tant economic features, economists were fond of assuming that expectations could be 
treated as uniform or, rather, that in explaining the forward-​looking nature of mon-
etary policy, one needed only a single expectations proxy. Little effort was devoted to 
recognizing that there exists considerable diversity in expectations and that disagree-
ment across forecasts can provide critical information about the appropriate conduct 
of monetary policy. Indeed, it is only comparatively recently that central banks them-
selves began to publish staff forecasts. Even fewer central banks publish the forecasts 
of members of their MPCs. Both, however, are critical ingredients for evaluating not 
only how clearly central banks see the economic outlook but also the extent to which 
households and professional forecasters might be influenced by such forecasts. Indeed, 
the importance placed by central banks on the need to “anchor expectations” is de-
pendent on how the public in general interprets central bank forecasts.

Siklos’s empirical evidence for nine advanced economies highlights the need not only 
to measure and determine the evolution of forecast disagreement but also to understand 
its determinants over time. Global factors matter greatly, it seems, and the selection 
of the benchmark against which to evaluate how much forecasters disagree is critical. 
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Other determinants considered include central bank communication and fluctuations 
in energy prices. The bottom line, however, is that economics would do well to borrow 
some aspects of how weather forecasts are generated. If model uncertainty is rife, 
then there are multiple paths for the economic outlook depending on the model that 
performs best for different forecast horizons. Nevertheless—​and this is misunderstood 
by some central bankers—​economists are unlikely to be able to entirely emulate weather 
forecasting for at least two reasons. First, it is unlikely, in spite of the tremendous growth 
in the amount of available data, that policymakers will be able to acquire the sheer 
volume of data employed in forecasting the weather. Second, and perhaps more impor-
tant, economics cannot count on some of the physical laws that assist in narrowing the 
degree of model uncertainty around certain forecasts.

It is understandable that at a theoretical level, the search for a better or a new eco-
nomic model continues, and many of the chapters in this book point this out in a va-
riety of ways. Nevertheless, at an empirical level, there is no reason to restrict inference 
to one model. Indeed, developments in empirical modeling are especially helpful, be-
cause we are able to harness useful information from a large variety of models. Surely, 
this is a more appealing approach in conveying the uncertainty around forecasts than 
more traditional methods that rely on the measurement of uncertainty around forecasts 
from a single model. Although many central banks have or claim to have adopted such 
a strategy, either it has not been properly communicated or the benefits obtained from 
forecasts from diverse models have not yet been fully exploited.

1.9  Postscript: What’s in Central 
Banking’s Future? Fintech and 

the Central Bank

Like other financial institutions, central banks have been affected by the develop-
ment of financial technology both in their own operations and in their regulation of 
the financial sector. Payment systems in particular have changed out of all recognition, 
with the ability to transact electronically in real time replacing batched paper-​based 
transactions at the end of the day. Similarly, the rise of Internet banking and debit and 
credit cards has transformed how people behave. Mobile devices are providing a fur-
ther step forward. The role of the central bank in the system has evolved steadily over 
the last fifty years in the face of these changes, but the process has been evolution rather 
than revolution.

In advance, all such innovations may make a dramatic impact on financial activity. 
Indeed, one might want to argue that without the improvements in financial technology, 
the GFC would have been less extreme. However, it is being argued that some of the 
ideas being developed at present in what is labeled “fintech” (not a new term) have the 
potential to disrupt how central banks behave in exercising their roles in the system as 
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providers of payment systems and currency, as regulators, and even in monetary policy. 
In other words, this will involve more than evolution. IMF (2017) provides a survey of 
the issues.

Maybe in practice, these ideas will not amount to much, but it is worth tracing how 
their potential might be realized in case they do have a substantial effect in the coming 
few years on the economics of central banking. Two that offer a particular possibility 
are (1) cryptocurrencies and (2) blockchain and related ledger systems, which between 
them could not merely transform how people transact but alter the role of the central 
bank in the economy markedly.

After a brief introduction to the technologies, we explore the implications for a 
central-​bank-​issued digital currency, monetary policy, payment and settlement, regula-
tion, the encouragement of innovation, and the protection of consumers.

1.9.1 � Cryptocurrencies and the Blockchain

These days, the vast majority of money is held in electronic (digital) form, whether as 
firms’ and households’ deposits in banks and other financial institutions or by those 
banks in deposits at the central bank. The amount held in physical currency (notes 
and coins) is trivial by comparison. The same disparity applies to transactions; the vast 
majority by value are also electronic, whether through credit and debit cards, Internet 
banking, or interbank transfers. Cash is still used in retail transactions, in part because 
its use is subsidized but also because nothing else is quite so convenient. It is also used in 
illegal and black-​market transactions because of its anonymity, and this may account for 
the large number of high-​value notes in circulation.

Cryptocurrencies offer a different way forward from just letting the use of cash wither 
away. They offer a means of payment using a digital currency that is highly protected 
so that users can be convinced that their balances cannot be attacked by others and 
that the instructions they give will be accurately executed. At present, there are around 
one thousand of these currencies, but most are very small, and only bitcoin is at all well 
known and used. Even so, the level of transactions as opposed to the theoretical value of 
the holdings is very small. People are holding the currency in the hope of making capital 
gains rather than because of the transactional advantages.

These currencies are private, in the sense that they are not issued by governments or 
central banks, and hence they require an open and verifiable approach to establishing 
transactions and the ownership of balances. This is where blockchain and other distrib-
uted ledger technologies come in. Each set of transactions in bitcoin needs to be verified 
before the system can move on, and this can be done by anyone with adequate com-
puter power. These sets of transactions—​blocks—​are then linked to one another to pro-
vide a complete history of each unit of the currency. Since these histories, or ledgers, of 
transactions can be held anywhere, this is known as a distributed ledger technology. As 
long as the majority of these ledgers come up with the same blocks, the transactions are 
verified, and the single path up to the present is confirmed. Traditionally, ledgers have 
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been held centrally by a trusted counterparty such as a bank or a central bank. Thus, 
the user trusts the central counterparty rather than requiring multiple verification by 
independent sites.

Potentially, therefore, one or more cryptocurrencies could replace cash, card, and 
bank-​related transactions if people had sufficient confidence in them. This, of course, 
is a concern to central banks, in that they do not have control over the system, and to 
the providers of existing transaction services, in that they might lose market share 
and see their profits fall. Indeed, many think that because of these two drawbacks, 
cryptocurrencies will never develop far; either they will be banned by the authorities, 
or the traditional providers will come up with effective competition, such as the ability 
to transact in real time at the retail level, which is currently being introduced. Not least 
among the concerns over bitcoin and related cryptocurrencies is that they are being used 
for money laundering, and they have a history of illegal involvement (Popper 2015).

However, currencies of this form do not have to be private. They could be issued by 
the central bank (Bech and Garratt 2017). This could be at the interinstitutional level 
(several central banks, including the Bank of Canada, appear to be considering this at 
present), which would mean that all financial institutions allowed into the system could 
transact with one another in central bank money. (Bott and Milkau 2017 offer a survey 
of the possibilities.) Or it could be at the retail level, which is a much more revolutionary 
idea. Barrdear and Kumhof (2016) have explored this in some detail, building on earlier 
work (Ali, Barrdear, Clews, and Southgate 2014a, 2014b). They suggest that the central 
bank could offer digital currency balances to people in return for government bonds. 
Thus, the digital currency would be entirely backed by these bonds. It is debatable 
how keen people would be to hold much in the way of such balances if they were not 
remunerated.

Any interest paid would be clearly below the bond rate and presumably below the 
rate offered on deposits by the commercial banks. In countries facing the effective lower 
bound, this is a somewhat academic debate at present. The government will clearly be 
a gainer in this arrangement, as the increased demand for bonds will lower the interest 
rate they have to pay on their debt. There is thus some attraction to the idea beyond the 
transactional benefits.

Whether the banks are losers will depend on the popularity of the system and the 
extent to which they lose profitable business; standard banking transactions are not 
where banks make their profits. (Offering subsidized transaction services helps retain 
customers for other products that are much more profitable.) Barrdear and Kumhof 
do not suggest that the central bank digital currency system should be the only one 
permitted. Banks could be expected to defend profitable lines of business, and the idea 
that there would be no improvement in the services they offer as a consequence seems 
very unlikely.

Some people have an extra item on their agenda: if the digital currency were to drive 
out cash (or if cash were to be withdrawn), then it would be possible in theory to offer 
negative interest rates (Rogoff 2017). However, there is no need to consider more ex-
treme circumstances such as those to see digital currency playing a role in monetary 
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policy. While monetary policy under positive interest rates operates through overnight 
or other short rates, Barrdear and Kumhof (2016) point out that the digital currency 
supply could be affected by a form of open market operations. The central bank could 
offer to buy or sell government bonds as necessary to the holders of the central-​bank-​
issued cryptocurrency and hence affect the money supply through a second route.

In the same way that digital or cryptocurrencies do not need to be private or de-
pendent on the blockchain, blockchain or related ledgers could be used for transactions 
without the digital currency. Such applications can extend beyond immediate finan-
cial markets to real estate or, indeed, to what have become known as “smart contracts.” 
Such smart contracts have clauses that can be triggered automatically by the appropriate 
change in the circumstances of the contracting parties, for example, if a balance falls 
below a particular level. However, one of the most popular financial market examples is 
securities (Mainelli and Milne 2016). Indeed, the technology is already being applied to 
crowdfunding and other start-​ups where the costs of a full-​scale launch on the market 
are prohibitive. Here, the requirements are very similar to those for a cryptocurrency. 
In the secondary market, shares may be traded in any fraction that makes sense, and 
on completion of the transaction, the name on the register needs to be transferred from 
the seller to the buyer. If one were optimistic, then all stages in the transaction could 
be completed together through a similar ledger technology. But the scope here for im-
provement in both costs and time taken is considerable. Whether one would actually 
want to go as far as the whole process taking place in real time is more debatable, as it 
would render market making of the traditional form impossible. Counterparties would 
actually have to have the securities they buy or sell and not merely need to be able to ac-
quire them before the settlement date.

Blockchain-​style technologies would work well in markets for less tradable securi-
ties or for crowdfunding and related funding schemes where the costs of transactions 
need to be very small and the parcels that are traded may be very small. Being able to 
deal directly with counterparties could cut costs and avoid the need to employ brokers. 
Regulators would have to decide on minimum standards.

1.9.2 � A Proviso

The potential for an electronic approach to reduce transaction costs is clearly present. 
The highest costs come in cross-​border transactions. Processing a small transfer be-
tween New Zealand and Australian banks, for example, costs 25 NZD at the originating 
end and 26 AUD at the receiving end before exchange-​rate fees have been added. Thus, it 
probably makes more sense to gamble and put a couple of banknotes in the mail. These 
costs are particularly awkward for remittances where the recipient may not have a bank 
account. In Kenya, where it is more likely that people will have a phone than a bank ac-
count, you can pay in airtime. With bitcoin, there is no need to exchange the currency if 
the recipient can spend it directly—​clearly something that could be achieved if the cur-
rency becomes more widely used.
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However, it is widely thought that bitcoin will not succeed, first because of its ano-
nymity (while the pseudonym of the owner is known, there is no requirement for the 
actual name to be revealed) but more seriously because the time it takes to complete a 
batch of transactions is too long at present to make it convenient. Widespread use would 
slow it down even further. Other cryptocurrencies may be able to get around this, such 
as Ethereum, and bitcoin itself has spawned a new, more efficient arm called Bitcoin 
Cash (Economist 2017).

Governance is also an issue. Bitcoin deliberately has open governance, but this makes 
taking decisions and changing the protocols hugely complicated. Others, Ethereum in-
cluded, have more concentrated governance, so changes are practicable. There are other 
disadvantages to bitcoin—​at present, it is mainly being hoarded rather than used, by a 
set of people who are hoping to see its value rise. Not only does this risk a bubble and a 
stability-​threatening burst, but it makes it difficult to use for transactions if the value is not 
predictable in real terms. (Bitcoin builds this problem in as its ultimate supply is capped.)

Some jurisdictions, the Federal Reserve included, treat bitcoin and related 
cryptocurrencies as commodities. Thus, its use is more like a system of barter. Currently, 
this has tax advantages, as a swap is not treated the same way as a purchase from the 
point of view of tax liability.

It is therefore important to focus on the generality of how such currencies could be 
used rather than on the very specific case (Leinonen 2016).

1.9.3 � Regulation and Innovation

Fintech innovations face a difficulty in that most of them are being initially advanced 
by start-​ups and other small companies. They are also in a very competitive field, so 
it is difficult to know what will succeed. Many authorities therefore have decided to 
make the rules easier for bringing the product to market, provided that the overall size 
of the operation is small and the time period involved is relatively short. The Australian 
Securities and Investment Commission (ASIC), for example, has set up what is 
described as a “sandbox,” where such innovations can be developed inside the boundary 
of official oversight but outside the panoply of full regulation. The idea is to allow fintech 
companies to get a start in the market. However, a second common route is for banks to 
buy up any promising ideas and then develop them themselves.

Consumers still need to be protected. And it is difficult to advertise clearly which 
products are subject to consumer claims and which are not because they are in the 
sandbox phase or outside the system altogether. There are clearly serious problems 
for redress in systems where the counterparties are anonymous (rather, pseudony-
mous, as only their pseudonyms are known). It has been possible to track down bitcoin 
transactors and for successful prosecutions to be brought for illegal transactions in the 
United States (Popper 2015). However, the costs of doing that for small claims would be 
prohibitive. This implies that any viable system is at least going to have to disclose the 
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names of the merchants so there can be redress and a reasonable opportunity to ensure 
that other trading regulations are upheld.

1.9.4 � Where Do We Go from Here?

The direction these new technologies are most likely to take is toward making 
transactions simpler, easier, less costly, and faster. The format is difficult to judge, 
but there is a major vested interest for existing service providers to make sure that 
they dominate any such new system as well. Thus, it is not clear whether encryp-
tion or distributed ledger technology will be the key feature. Either way, the central 
banks will need to be alert to the more complex and less stable environment that these 
technologies can bring.

Of course, if they decide to be the supplier of the cryptocurrency themselves, then the 
impact on central banks’ actions will be substantial and could change the role of the cen-
tral bank in retail transactions markedly. Taking a much wider role as a provider would 
alter the balance of markets and would certainly generate a lot of controversy if banks 
and other private-​sector providers felt their business was being eroded. Nevertheless, if 
that gave the central bank more policy tools, the change might be supported. Similarly, 
if a central-​bank-​issued digital currency provided an opportunity for reducing the costs 
of government funding, then the chance of introduction would be increased.

At some point, governments may feel that the central banks’ responsibility should 
be reduced if fintech leads to yet another expansion of the central banks’ powers. The 
digital currency could be issued by another agency if it is to be 100 percent backed by 
government bonds.

Notes

	1.	 At least in advanced economies. The inflation target can be higher in emerging market 
economies. Siklos (2017, appendix) has an up-​to-​date listing of countries that have adopted 
inflation targets, including the start date and annual changes (if any) in the inflation target 
levels and ranges.

	2.	 Instead, there may well be a resurgence of interest in price-​level targeting. A few years ago, 
the Bank of Canada was actively pursuing this agenda. The GFC put paid to more serious 
consideration of this kind of policy regime being implemented in practice. However, former 
central bankers (e.g., Bernanke 2017) now see a version of price-​level targeting as a means to 
escape the risks associated with the ZLB.

	3.	 Quoted in Guardian Weekly, November 4, 2005.
	4.	 Remarks by Ben S.  Bernanke at the National Economists Club, Washington, D.C., 

December 2, 2004.
	5.	 Arguably, the simplicity of evaluating monetary policy has taken a turn for the worse since 

QE and the willingness of some policymakers to permit inflation to be too high or too low 
for a time.
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2.1  Introduction

In many modern economies, the position of a monetary authority bears remarkable 
similarities to the position of the highest-​level court (Goodhart (2002)). For both bodies, 
there is a commonly held belief that they should be able to operate independently. What 
this independence exactly entails differs for both types of institutions from one country 
to another. In the United Kingdom, the highest court is the Appellate Committee of the 
House of Lords (in short, Law Lords). There is a consensus among legal scholars that 
the powers of the Law Lords with respect to the legislature are less wide ranging in the 
United Kingdom than the powers of the Supreme Court in the United States (Goodhart 
and Meade (2004), p.11). This difference may sound familiar to economists. In economic 
jargon, one would say that the Supreme Court has goal independence whereas the Law 
Lords have instrument independence.

If we compare the monetary policy committee (MPC) of the Bank of England (BoE) 
with the Federal Open Market Committee (FOMC) of the Federal Reserve, we notice a 
similar pattern. The MPC has, due to a clear inflation target, little goal independence. 
The FOMC, on the other hand, has multiple objectives providing some discretion to the 
monetary policy makers.

The similarities extend further. Because independence, however defined, is deemed 
important for both the monetary authority and judicial courts, governments have ap-
plied similar recipes to guarantee independence. In the United States, for example, 
Supreme Court justices have tenure for life. Similarly, board governors, part of the 
FOMC, are appointed for fourteen years. These lengthy appointments, for life in the case 
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of the Supreme Court and fourteen years in the case of the Board of Governors, serve to 
insulate justices and governors from political pressure.

Various other aspects (decision-​making procedures, the role of consensus, the 
role of the chairman, communications strategy, etc.) also demonstrate remarkable 
similarities: see Goodhart and Meade (2004) for some examples.

At the same time, different countries tend to fill in the details in different ways, and 
these details may matter. In the case of monetary authorities, most central banks have 
put a committee in charge of monetary policy. These committees vary substantially on 
various dimensions across different countries.1

Besides guaranteeing independence, there are two additional concerns underlying 
the institutional design of a monetary authority or a judicial court. First, there is the 
need to balance independence with accountability. Delegating important public tasks 
to individuals who are not elected and may even not be directly under the control of 
elected public servants requires a system of checks and balances to ensure sufficient ac-
countability. Second, there is the need to have sufficient technical skills because these 
bodies often deal with complex issues.2

Both monetary policy committees and judicial courts have been the topic of re-
search. Given the similarities we described above, there has occasionally been cross-
over between these literatures. Scholars explaining decision-​making in groups and 
committees often use MPCs or judicial courts as an example. This overlap concerns 
mainly theoretical work.3

Empirical work on MPCs and judicial courts has evolved more separately. One con-
sequence of this is that we see different methodologies being used by scholars studying 
decision-​making at central banks and by those studying deliberations of courts.

In our work, we use methods that are predominantly used in the study of voting in 
legislative bodies and judicial bodies (e.g., the Supreme Court) to study voting at central 
banks. We do so because we believe that this methodological crossover may be fertile. 
We do not claim that one methodology is superior to another; rather, we feel that dif-
ferent approaches can prove to be complementary to each other.

Crossing methodological boundaries between disciplines is not always straightfor-
ward. One may lack the expertise to use certain methods or lack colleagues to bounce 
back ideas. In this chapter, we aim to provide a succinct introduction. We first provide a 
snapshot of the literature on voting at MPCs. We then discuss the spatial voting model 
in its simplest form. Next, we illustrate the methods discussed with voting data from 
the Riksbank. We give a brief overview of results in the literature using spatial voting 
models. We then point to some possible methodological extensions, some of which are 
not yet explored to our knowledge.

2.2  Related Literature

In the introduction, we mentioned that the institutional design of central banks differs 
across countries. These differences often seem minor from a distance but could matter 
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a great deal in practice. The implication for research on central bank committees is 
that one should be cautious in generalizing the results of the study of one central bank. 
Many studies use the voting records of a particular central bank (most often the Federal 
Reserve or the BoE) to study a particular feature of the institutional design of that par-
ticular bank. As an example, consider research studying regional bias at the FOMC.4 
Regional bias refers here to the notion that an FOMC member would systematically favor 
his or her home region by attaching disproportional weights to regional indicators when 
contemplating appropriate monetary policy. The study of this topic is motivated by the 
structure of the FOMC where regional representation is by design an important feature.

Jung and Latsos (2015) report that they find evidence of regional bias, but they judge 
the impact to be fairly small. This finding is relevant for the design of MPCs, but the 
question remains to what extent one can generalize this to other central banks. Jung 
and Latsos (2015) suggest conducting similar research on other central banks where a 
regional bias may play a role as well and are rightly cautious in generalizing the findings 
to other central banks. However, if the possibility to generalize is limited, then studies of 
separate central banks should be treated as case studies.

Some studies lump central banks together in an effort to gain a cross-​country per-
spective. For example, Adolph (2013) is an impressive effort to study the career concerns 
of central bankers and monetary policy in a wide range of industrial countries. Such a 
cross-​country study seems more general than the case studies we mentioned before, but 
this comes at the cost of limited assessment of detail.5

For these reasons, we caution the reader to put the research results on MPCs in per-
spective. While some studies are impressive efforts of data collection and refined statis-
tical analysis, good judgment is required to judge the merits in different contexts.

As mentioned before, research on MPCs has focused historically mostly on the 
FOMC and the BoE. A first topic studied in the context of the FOMC is the aforemen-
tioned regional bias. A second branch of the literature has focused on the chairman. 
The chairman at the FOMC plays an important role, for different reasons. He heads 
the FOMC and leads the meetings. The chairman tends to lead the communication 
by the FOMC and as a consequence receives most media attention. Furthermore, 
the Humphrey-​Hawkins Full Employment Act of 1978 requires the chairman to give 
an oral testimony to the Committee on Banking, Housing, and Urban Affairs of the 
Senate and the Committee on Financial Services of the House of Representatives.

The role of the chairman has been much discussed, and many scholars have written 
on the influence of the chairman in decision-​making at the FOMC; see Chappell, 
McGregor, and Vermilyea (2007), Gerlach-Kristen and Meade (2010), El-Shagi and 
Jung (2015), Ball (2016).

A third line of research is concerned with political influence. There is the concern 
that there might be (tacit) political influence on FOMC members. This pressure might 
come through informal conversations or might arise due to people with a specific par-
tisan background being appointed to the Board of Governors. There is a long tradition 
in analyzing these matters. Many researchers do believe that there is some steering by 
means of appointing candidates with a certain ideological profile. The extent to which 
this really influences decision-​making remains debated.6
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The aforementioned branches of the literature all boil down to uncovering the 
preferences of FOMC members and analyzing the extent to which these are influenced 
by certain determinants (see also Havrilesky and Gildea (1991), Chappell, Havrilesky, 
and McGregor (2000), Thornton, Wheelock, et al. (2014), Eichler and L¨ahner (2014)).

The literature on the MPC of the BoE also has a strong focus on uncovering the 
determinants of dissent. One important difference between the MPC and the FOMC is 
that the MPC is considered to be more individualistic in comparison to the FOMC (see 
Blinder (2009)).7 A consequence is that dissent is more common at the MPC.

The MPC consists of insiders and outsiders, that is, MPC members appointed from 
within the bank and MPC members with no connection to the bank. This is one particular 
feature that has drawn considerable attention in the literature investigating dissents at the 
BoE; see Besley, Meads, and Surico (2008), Harris and Spencer (2009), Gerlach-Kristen 
(2009), Bhattacharjee and Holly (2010), Harris, Levine, and Spencer (2011). However, there 
is some disagreement on how these two types of MPC members differ in their preferences 
and voting behavior from each other (see Eijffinger, Mahieu, and Raes (2013a)).

Finally, besides the BoE and the Federal Reserve, other central banks have also been 
studied, albeit to a lesser extent. Examples are Jung and Kiss (2012), Chappell, McGregor, 
and Vermilyea (2014), Siklos and Neuenkirch (2015), Horvath, Rusnak, Smidkova, and 
Zapal (2014).

The papers using the type of spatial voting models we advocate follow the line of re-
search we have described in this section. These papers use voting records to estimate the 
latent preferences of policymakers, which are then studied. Hix, Hoyland, and Vivyan 
(2010) and Eijffinger, Mahieu, and Raes (2013a) study the MPC of the BoE. Eijffinger, 
Mahieu, and Raes (2013b) study four smaller central banks, and Eijffinger, Mahieu, and 
Raes (2015) focus on the FOMC. In the next sections, we shall explain this approach and 
provide an illustration.

2.3  Spatial Voting

In this section, we discuss the spatial voting model. In political science, spatial voting 
models belong to the standard toolbox. A key reference is Clinton, Jackman, and Rivers 
(2004). In economics, this approach is less commonplace which motivates us to elab-
orate on the methodology. The discussion in this section is largely based on the corre-
sponding sections in Eijffinger, Mahieu, and Raes (2013a).

We start by discussing how the canonical spatial voting model can be motivated from 
a random utility framework.

Ideal points and a spatial voting model

The data we analyze consist of votes expressed during monetary policy deliberations. 
The votes were cast by MPC members to whom we refer as voters n N= …1, , .  The voters 
are voting on policy choices t T= …1, , .  Each policy choice presents voters with a choice 
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between two policy rates, where the lower rate is considered a dovish position ψ t and 
the higher rate is a hawkish position ζt. The positions ψ t and ζt are locations in a one-​
dimensional Euclidean policy space .8 A voter n choosing the hawkish position ζt on 
policy choice t is denoted as ynt = 1. If voter n chooses the dovish position ψ t, we code 
this as ynt = 0.

The choices ζt and ψ t are functions of a policy rate and possibly other variables 
capturing the contemporaneous economic conditions prevailing at policy choice t.  
However, the two choices differ only in the policy rate. We assume that voters have 
quadratic utility functions over the policy space such that U xn t n t nt( )ζ ζ η= − − + 

2  and 
U xn t n t nt( )ψ ψ ν= − − + 

2 , where xn ∈ is the ideal point or the underlying monetary 
policy preference of voter n, and ηnt , νnt are the stochastic elements of utility, and  .  
denotes the Euclidean norm.

Utility maximization implies that ynt = 1 if  U Un t n t( () )ζ ψ>  and ynt = 0 otherwise.
To derive an item response specification, we need to assign a distribution to the errors. 

Assuming a type 1 extreme value distribution leads to a logit model with unobserved 
regressors xn corresponding to the ideal points of the voters:

	 P y P U Unt n t n t( ) ( ( () ))= = >1 ζ ψ 	

	 = − < − − −P x xnt nt n t n t( )ν η ψ ζ   

2 2 	

	 = − < − + −P xnt nt t t n t t(( ( () ) ))ν η ζ ψ ψ ζ2 2 2 	

	 = −−logit 1( .)β αt n tx 	 (1)

The last line follows from substituting 2( )ζ ψt t−  with βt  and substituting ( )ζ ψt t
2 2−  with αt.

Assuming (conditional) independence across voters n and meetings t yields the fol-
lowing likelihood (see Clinton, Jackman, and Rivers (2004)):

	 ( , , | ) ( ( ) ( ()β α β α βx Y = − × −
= =

− −∏∏
n

N

t

T

t n t
y

t nx xnt

1 1

1 11logit logit −− −αt
ynt)) ,1 	 (2)

with β β β α α α= … ′ = … ′( , , ) , ( , , )1 1T T  vectors of length T, x = ( , . . . , )1 Nx x ′. a vector of 
length N  and Y  the N T×  (observed) vote matrix with entry ( , )n t  corresponding to ynt.

This derivation should be familiar to most economists as it mimics the discrete choice 
derivation of a logit model. Model 1 is in this sense just a logit model where the regressor 
xn is not observed in the data but is a latent variable. A key difference, in terms of inter-
pretation, is that the object of interest is precisely the latent regressor xn (the ideal points).

To understand the intuition behind the parameters, start by considering the situation 
where βt  equals 1. Then the model reduces to:

	 P y xnt n t( ) ( .)= = −−1 1logit α 	 (3)

Figure 2.1 provides a visual presentation of this simplified model with two voters and 
two meetings.9

For each meeting t, there is a corresponding vote parameter αt. This parameter 
captures the overall inclination to vote dovishly; that is, a higher αt increases the proba-
bility that each voter will vote for the dovish policy choice. This parameter captures the 
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economic environment in which voting takes place. Consider now voter 1. Voter 1 has an 
ideal point x1 slightly smaller than zero, whereas voter 2 has an ideal point x2 larger than 2.  
The dove-​hawk dimension runs from dovish to hawkish, and so x2 would be a clear hawk 
here. Both voters have an ideal point larger than the vote parameter α1 associated with 
meeting 1. This implies that both voters are more likely to vote for the hawkish policy 
option in this meeting, since for n = 1 2,  we have that logit− − >1

1 0 5( .)xn α . However, the 
ideal point of voter 2 is larger than the ideal point of voter 1, so the predicted probability 
of voting hawkishly is larger for voter 2. Now consider meeting 2. For this meeting we 
have x1 2= α , so the ideal point of voter 1 and the vote parameter of this meeting are 
equal. We find that logit logit− −− = =1

1 2
1 0 0 5( ( ) .)x α . There is an equal probability that 

voter 1 chooses the hawkish or the dovish option in this meeting. Once again, voter 2 
has an ideal point larger than α2, and so we give this voter a higher probability of voting 
for the hawkish policy choice. These examples show that the vote parameter αt captures 
meeting characteristics (e.g., state of the economy) and determines how likely it is a 
priori that voters vote for the dovish or the hawkish policy choice.

Now consider the effect of βt  or the discrimination parameter. This parameter captures 
the extent to which preferences in the dove-​hawk dimension determine the choice be-
tween two competing policy rate proposals. Say we find that for a certain meeting t, βt  
equals zero. Then βt nx  equals zero, and the preferences in the underlying dove-​hawk 
dimension do not have an impact on the choice between competing policy proposals. 
Analogously, a negative βt  implies that doves (hawks) have a higher probability of 
choosing the hawkish (dovish) policy choice. A voter n is as likely to make the dovish 
as the hawkish choice if his ideal point xn equals α βt t/ . This ratio is referred to as the 
cut point, the point in the policy space where voters are indifferent between two policy 
choices presented in meeting t.

Dovish Hawkish

x1

1 2

x2

Ideal points

Vote di�culty

–2 0 2

Figure 2.1  Ideal Points on a Single Latent Dimension
Notes: This figure illustrates equation (3). On the latent dove-​hawk dimension, two ideal points x1, x2 (voters) and two 
vote parameters α1, α2 (meetings) are shown. If the ideal point of voter n is larger than the vote parameters αt, then it is 

more likely that voter n votes for the hawkish policy choice. In this example, voter 1 is as likely to vote hawkishly as to vote 
dovishly on the policy choice represented by α2.
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The model we presented in equation 1 is not identified. For example, for a constant C , 

we have ( ) ( )β α β αt n t t n tx C C x+ − + = −  . Similarly, we have C
x
C

xt
n

t n× =β β .

To identify the parameters, we use the common approach of normalizing the ideal 
points to have mean zero and a standard deviation of 1. The left-​right direction is fixed 
by specifying one ideal point to be negative and one ideal point to be positive. We do this 
on the basis of the summary statistics (see below).

Voting could depend on a whole range of influences, including personal and group 
preferences (e.g., through an organizational consensus, varying reputational concerns). 
Identifying each of these requires considerably more data and/​or assumptions. The 
measures of revealed policy preferences we propose in this chapter, represented by the 
ideal points, are therefore a mix of these influences on monetary policy voting rather 
than a literal measure of policy preference.10 In our opinion, these serve as a useful sum-
mary of policy preferences and could aid researchers in analyzing monetary policy votes.

2.4  Data

In this chapter, we use the Riksbank as a running example.11 Specifically, we use the 
voting records from January 2000 to October 2009.

The Executive Board, the MPC of the Riksbank, consists of six internal members who 
are appointed for a period of six years. The Executive Board is considered to be an indi-
vidualistic committee (Apel, Claussen, and Lennartsdotter (2010)), which means that 
Executive Board members vote according to their beliefs.12 In the case of a split vote, the 
governor’s vote is decisive.

An overview of the Executive Board and the terms of office of its members in the pe-
riod 1999–​2009 is presented in figure 2.2.

Karolina Eckholm

Lars E. O. Svensson
Brabro Wickman-Parak

Svante öberg
Stefan Ingves

Irma Rosenberg
Kristina Persson

Urban Bäckström
Lars Heikensten

Eva Srjeber
Villy Bergström
Kerstin Hessius

Lars Nyberg

1999 2001 2003 2005 2007 2009 2011

Figure 2.2  The Terms of Office of Members of the Executive Board (1999–​2009)
Notes: This is a reproduction of figure 1 in Ekici 2009. The blue shading means that the person was a regular member, the 

red shading indicates the chairman, and the gray shading indicates the remaining term of office.
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The econometric framework laid out above requires us to recode the data. Unanimous 
votes are dropped, as these are uninformative for our purposes. The remaining votes are 
coded as decisions between two alternatives. The lower interest-​rate proposal is coded 
as a zero, whereas the higher interest-​rate proposal is coded as a 1. To make this clear, 
consider the following fictitious example which is summarized in table 2.1.13

We have a meeting with four voters: Alice, Bob, Cameron and David. Alice votes for 
lowering the policy rate by 0 25.  percent, whereas the other three vote for no change 
in the policy rate. Since the vote by Alice represents the dovish choice, we would code 
Alice’s vote as 0, whereas the other three votes would be coded as 1.

Dropping the unanimous meetings leads to thirty-​three meetings and thirteen 
voters (Executive Board members). A summary can be found in table 2.2. Table 2.2 
makes clear that we expect Srjeber to be a hawk, given that she preferred the higher 
policy choice in twenty-​three out of twenty-​five votes, whereas we expect Persson to 

Table 2.1 � How We Coded Voting Records

Name Vote cast Coded as

Alice −0.25 0

Bob +0 1

Cameron +0 1

David +0 1

Table 2.2 � Summary of the Data

Name Total votes Hawkish votes Dovish votes Fraction dovish

Villy Bergström 25 9 16 0.64

Urban Bäckström* 19 6 13 0.68

Karolina Eckholm 3 3 0 0.00

Lars Heikensten* 25 9 16 0.64

Kerstin Hessius 12 6 6 0.50

Stefan Ingves* 7 4 3 0.43

Lars Nyberg 33 13 20 0.61

Barbro Wickman-​Parak 6 4 2 0.33

Kristina Persson 14 0 14 1.00

Irma Rosenberg 11 4 7 0.64

Eva Srjeber 25 23 2 0.08

Lars E. O. Svensson 6 2 4 0.67

Svante Öberg 8 8 0 0.00

Note: * Executive Board member who has been governor at some point.
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be a dove, as she always preferred the lower policy rate proposal in the fourteen votes 
in our sample. We therefore specify that the ideal point of Srjeber should be positive 
and Persson’s should be negative. Together with the normalization (see above), this 
identifies the model.

Figure 2.3 visualizes the same data in two ways. In the top graph, we have plotted the 
votes across time. The hawkish votes are indicated by a plus sign and the dovish votes 
by a circle. The time scale looks unwieldy because the frequency of meetings varies 
over time.

This graph shows periods of persistency in votes as well as switches by some 
committee members. In the bottom graph, we show the same data after having stripped 
out the majority votes. This makes the dissenters more salient.

Overview of Nonanimous Meetings
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Figure 2.3  Visualizations of the Data
Notes: The top graph shows all nonunanimous votes in our data set. Hawkish votes are marked as a plus and dovish votes 
as a circle. The bottom graph shows the same data after removing the majority votes. In the case of an equal split, all votes 

are shown.
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Earlier, we put forward the assumption of independence across votes and voters. 
These graphs may provide sufficient reason for some to doubt this assumption. For 
example, Nyberg and Heikensten have often voted in a similar way in nonunanimous 
meetings. A solution to violations of the conditional independence assumption is to in-
clude the (potentially latent) factors in the specification. The advantage of such an ap-
proach is that it allows for a quantification of the presumed effect. However, given the 
limited amount of data we have, it will be hard to obtain reasonably precise estimates of 
such effects. In the remainder of this study, we maintain the independence assumption.

2.5  Ideal Point Analysis

A first summary of the model is given in figure 2.4. This figure provides a historical 
ranking of Executive Board members on a dove-​hawk scale. Because the appointments 

–4 –2 0 2 4

Revealed Preferences at the Riksbank

Dove − Hawk

Srjeber

Svensson

Öberg

Hessius

Ingves

Wickman−Parak

Bäckström

Ekholm

Heikensten

Rosenberg

Nyberg

Bergström

Persson 95% credibility interval

Figure 2.4  Overview of All Ideal Points
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of Executive Board members are staggered, the ideal point approach allows us to com-
pare Executive Board members who were not appointed at the same time.

The figure shows substantial uncertainty around some of the ideal points. For ex-
ample, the intervals around Svensson, Öberg, and Ekholm are very wide. This reflects 
the fact that in our small sample we have only six recorded votes for Svensson, eight for 
Öberg, and three for Ekholm.

We could also zoom in on the different compositions of the Executive Board over our 
sample period. In figure 2.5, each row displays another composition of the Executive 
Board in our sample period. Rather than presenting the ideal points, we show here the 
probabilities that the respective board members occupy a certain rank, with 1 being the 
most dovish and 6 being the most hawkish.

Consider, for example, the first row. This concerns the first Executive Board. This board 
consisted of Bäckström (governor), Heikensten, Srjeber, Bergström, Hessius, and Nyberg. 
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Figure 2.5  Rank Probabilities in Different Boards
Notes: This figure shows the rank probabilities of Executive Board members in different compositions of  

the board. Each row shows another composition.
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This board composition remained unchanged from January 1, 1999, until December 31, 
2000, when Kerstin Hessius left the Executive Board and was replaced by Kristina Persson. 
We see that in this first Executive Board, Srjeber clearly is the most hawkish member. 
Hessius seems also more hawkish than the other board members. The ranks of the other 
four are less clear, although the governor, Bäckström, seems more likely to be ranked in the 
middle, spots three and four. When Hessius is replaced by Persson, we notice a shift in the 
ranks. Persson is clearly the most dovish. Now Bergström, to whom we earlier attached the 
highest probability of being the most dovish, moves a spot to the middle.

Going from row four to row five, we see that Persson and Srjeber left the Executive 
Board and were replaced by Svensson and Wickman-​Parack. We see that now Svensson 
is clearly the most hawkish.14

Of particular interest in the case of the Riksbank is the position of the governor. Apel, 
Claussen, and Lennartsdotter (2010)‌ note that at least until 2010, the governor had never 
been on the losing side in a vote. The Executive Board consists of six members, and in the 
case of a tie, the governor has the decisive vote. Given that in our sample we only have votes 
over two interest-​rate proposals, this means that a governor would be on the losing side if 
four (or more) Executive Board members favored another interest rate. Apel, Claussen, 
and Lennartsdotter report that past Executive Board members feel that the governor at 
the Riskbank tends to support the majority view rather than trying to steer the majority in 
his direction. With the ideal point estimates in hand, we can try to quantify theprobability 
that the governor does occupy the middle ground. In the left panel of figure 2.6, we show 
for the six different board compositions the probability that the governor occupies the 
middle ground. We find that the chances fluctuate around 50 percent for the different 
board compositions. The right panel of figure 2.6 shows the ideal points in the different 
board compositions. We notice a substantial diversity of opinion during the period when 
Persson and Srjeber were both on the board.
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Figure 2.6  Other Quantities of Interest
Notes: The left panel of the figure shows the probability that the governor is the median voter (rank 3, 4). The right panel 

shows the distribution of ideal points in different boards. Only the point estimates of the ideal points are shown.
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The point of this simple exercise was to show what ideal point analysis is and what we 
can do with it. The approach is powerful in the sense that we obtain a joint probability 
distribution over all latent ideal points. We can easily construct substantial quantities 
while keeping track of the uncertainty surrounding these quantities. As a final ex-
ample, say we are interested in knowing whether Bäckström’s successor, Heikensten, 
was more dovish or hawkish. Our model suggests that the probability that Bäckström is 
more hawkish than Heikensten is about 59 percent. The probability that Heikensten is 
more dovish than his successor, Ingves, is, on the other hand, about 70 percent.15

2.6  More Traditional Approaches

This chapter can be read as a pamphlet promoting the use of ideal point models to com-
plement more traditional approaches such as reaction functions. One key strength of 
Bayesian ideal point models we emphasize is that we can keep track of uncertainty in the 
estimates while constructing quantities of interest. Leaving this feature aside, one may 
ask how estimates of ideal point models compare to traditional estimates.

In the case of the Riksbank, there is recent work on estimating preferences using a re-
action function framework. Chappell, McGregor, and Vermilyea (2014) and Chappell 
and Mc-Gregor (2015) provide analyses of the preferences at the Riksbank. Chappell, 
McGregor, and Vermilyea (2014) argue that in the case of the Riksbank, the chairman 
is highly influential. This stands in contrast to Blinder (2004) and our assumption re-
garding voting at the Riksbank.

However, Chappell and McGregor (2015) follow through on Chappell, McGregor, and 
Vermilyea (2014) and provide an interesting Monte Carlo study suggesting that we should 
be careful with the trust we place in preference estimates in a traditional reaction function 
framework. They provide evidence of substantial bias in the estimates and relate this to the 
incidental parameters problem. At first sight, the incidental parameters problem should not 
be of any concern in studies like these, given the nature of the panel data used. For example, 
in their study, Chappell and McGregor (2015) use 101 meetings and seventeen individuals.

This problem seems to arise, however, because of various complications. The data are 
highly unbalanced, with more than 65 percent of the observations missing. For some 
voters, we have only few observations, and on top of that we have a discrete dependent 
variable. The authors speculate that the large biases they find in the preference estimates 
could well be present in other studies of MPC behavior.16

However, Chappell and McGregor (2015) do seem confident that at least the ranking 
of members’ preferences is robust.

To see how the ideal point estimates and reaction function estimates compare, we can 
look at the different graphs provided in figure 2.7. In these graphs we compare our estimates 
with estimates provided by Chappell and McGregor (2015) (top left graph) and Chappell, 
McGregor, and Vermilyea (2014) (top right graph). We can see that we have a similar order 
to that of as Chappell, McGregor, and Vermilyea (2014). The differences with Chappell and 
McGregor (2015) are larger. For example, we have Persson as the most dovish member in our 
sample, whereas Chappell and McGregor (2015) put her in the middle.17
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The bottom row shows graphs where our estimates and the estimates reported in 
Chappell, McGregor, and Vermilyea (2014) are compared with net tightness frequencies, 
also taken from Chappell, McGregor, and Vermilyea (2014). This is defined as the 
number of times a member prefers a rate higher than the committee choice less the 
number of times a member prefers a lower rate, with the difference expressed as a frac-
tion of total votes. The authors consider this a good validation check. Visual inspection 
suggests that our estimates seem to do well by this measure.

Furthermore, we note that we put Öberg and Srjeber in a different order from Chappell, 
McGregor, and Vermilyea (2014). Is Srjeber significantly more likely to be hawkish? Our ap-
proach allows for a fast calculation of this question. We find a nearly 97 percent chance of 
Srjeber being more hawkish than Öberg.

Our analysis here was mainly illustrative. A further analysis of the Riksbank can be 
found in Eijffinger, Mahieu, and Raes (2013b). We are aware of four papers applying this 
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Figure 2.7  Comparing Estimates
Notes: The top left graph plots our ideal point estimates against estimates of preferences reported in Chappell and 

McGregor 2015, table 1, column 1. The top right graph reports our ideal point estimates against estimates of preferences 
reported in Chappell, McGregor, and Vermilyea 2014, table 7. The bottom left graph reports ideal point estimates against 

net tightness frequencies as provided by Chappell, McGregor, and Vermilyea 2014, table 7. The bottom right graph reports 
estimates of preferences reported in Chappell, McGregor, and Vermilyea 2014 versus net tightness frequencies from the 

same article, table 7.
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approach to voting records of central banks: Hix, Hoyland, and Vivyan (2010), Eijffinger, 
Mahieu, and Raes (2013a), Eijffinger, Mahieu, and Raes (2013b) and Eijffinger, Mahieu, and 
Raes (2015). Hix, Hoyland, and Vivyan (2010) show that the British government has been 
able to move the position of the median voter in the MPC over time. Eijffinger, Mahieu, 
and Raes (2013a) use a similar approach to that of Hix, Hoyland, and Vivyan (2010) over a 
longer sample period. Their main finding is that external members tend to hold more di-
verse policy preferences than internal members. Furthermore, MPC members with indus-
trial experience tend to be more hawkish. Eijffinger, Mahieu, and Raes (2013b) present a 
range of case studies on different central banks. Eijffinger, Mahieu, and Raes (2015) do not 
use voting records but use opinions expressed in FOMC meetings to create hypothetical 
votes which are subsequently analyzed with a hierarchical spatial voting model. Theyfind 
little evidence of presidential influence through appointments but do report that histori-
cally, board governors tend to hold more dovish preferences than bank presidents.

2.7  Extensions

The basic model we outlined above can be extended in various ways. There have been 
various extensions proposed in the literature investigating voting behavior in political 
bodies or judicial courts. Furthermore, one could in principle also look into the vast 
literature on item response theory (IRT) for interesting extensions or just propose one’s 
own extension. We discuss here a few examples to give an idea of what is possible.

First, one could think of alternative link functions. The spatial voting model given by 
equation 1 can be thought of as belonging to a class of models:

	 P y F xnt t n t( ) ( ,)= = −1 β α 	 (4)

where F is a cumulative distribution function. Instead of opting for a logistic distri-
bution, we could also specify F to be the cumulative distribution function (cdf) of the 
standard normal distribution, which would lead to a probit model.

Other choices of link functions might have desirable properties. For example, Liu 
(2004) proposed using the cdf of t-​distribution with five to eight degrees of freedom. 
This approximates the logistic link but has heavier tails, which makes it more robust, 
hence the name robit.

Another avenue for further research might be asymmetric link functions. This has 
been explored in the context of IRT models.  Bazán, Branco, and Bolfarine (2006)‌ find 
that a skew-​probit model is more appropriate for modeling mathematical test results of 
pupils. We are not aware of any explorations of this in the context of votes (neither in po-
litical science nor in economics).

Eijffinger, Mahieu, and Raes (2013a) work with a modification proposed by Bafumi, 
Gel-man, Park, and Kaplan (2005)‌, who propose adding a level of error 0 and 1 as 
follows:

	 P y xnt t n t( ) ( ( .) )= = + − − −−1 10 0 1
1   logit β α 	 (5)
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The parameters 0 and 1 are introduced to make the model more robust to outliers.
Throughout this chapter, we focus on models that are estimated in a Bayesiann 

manner. This implies that another straightforward extension is to include hierarchical 
predictors. For example, Eijffinger, Mahieu, and Raes (2015) estimate ideal points of 
FOMC members using the following hierarchical setup:

P y xnt t n t( ) ( )= = −1 1logit β α−
x Nn x x∼ ( , )µ σ2

µ γx v= n

σx ∼ ( )Unif 0 1,

γ ∼ ( )N 0 2,

βt N∼ ( )1 4, truncated at 0

αt N∼ ( )0 4, .

Here the ideal points xn are modeled as depending on predictors vn. In their application, 
these predictors include whether or not the FOMC member is a board governor, a dummy 
variable for the appointing president, and career experiences before joining the FOMC.

Besides the extensions we discuss here, various others are possible. The IRT literature 
is very rich, and exploring that literature might prove to be insightful when thinking 
about modeling votes in committees.

2.8  Conclusion

There is a substantial literature using voting records of MPCs to learn about decision-​
making at central banks. This literature is motivated by the fact that central banks ought 
to make decisions independently, need to be held accountable for their decision-​making 
and ideally leverage the pooling of opinions.

MPCs come, however, in a wide variety of forms often reflecting their historical de-
velopment. However, even if one could redesign a central bank from scratch, it is not 
entirely obvious what an optimal design should look like (Reis (2013)).

The literature has studied various aspects of committees around the world. These 
aspects include appointment systems, career concerns, the inclusion of outsiders, 
size, and so on. Some aspects are relatively well understood by now, but generalizing 
conclusions requires carefulness because most of these studies are in essence case studies.

One way forward is the study of a more diverse set of central banks. However, to date, 
a number of central banks are fairly reluctant to share transcripts and voting records, de-
spite pleas for more transparency (Eijffinger (2015)).

In this chapter, we have discussed an approach to studying voting records (and by 
extension transcripts). The methods we put forward are commonplace in the anal-
ysis of legislative bodies or judicial courts but are as yet underutilized in economics. 
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While we see substantial advantages to this approach, such as the flexibility to create 
quantities of interest and the careful incorporation of uncertainty, there are certainly 
drawbacks.

One objection to the approach outlined in this chapter is that it is too simplistic. We 
have heard on more than one occasion that a complex decision-​making process cannot 
and should not be reduced to mapping policymakers on one simple dimension. This ob-
jection is similar to objections made in the context of political science (see Lauderdale 
and Clark (2014)). However, as demonstrated in Eijffinger, Mahieu, and Raes (2013a), 
even a single latent dimension generates a low prediction error and hence leaves little 
room for statistical improvement.

Furthermore, in the stylized spatial voting model we described here, we neglected 
to incorporate macroeconomic information which is often deemed to be crucial in 
monetary policymaking (economic growth, inflation, etc.). All this information was 
captured by the meeting-​specific parameters αt . In principle, one can try to model the 
parameters α  hierarchically, as in the extension we outlined for the ideal points in the 
previous section. The extent to which this works remains to be explored. 

It should be clear that we do not argue that spatial voting is superior to approaches 
commonly used in the study of MPCs (e.g., estimating reaction functions). 
However, we find spatial voting models a neat addition to the toolkit of scholars 
investigatingcommittees.

We have also touched upon some possible extensions of the spatial voting frame-
work for researchers. Furthermore, not only voting records can be used as data but also 
transcripts. Eijffinger, Mahieu, and Raes (2015) use transcripts to create artificial voting 
records. Another approach could be to use text analysis (see Baerg and Lowe (2016)‌) in 
addition to spatial voting models.

Notes

	1.	 See, for example, the survey by Lybek and Morris (2004). The book by Siklos, Bohl, and 
Wohar (2010) shows the diversity in institutional framework among central banks.

	2.	 On top of purely technical skills, there may be a need for some political skills as well; see 
Goodhart and Meade (2004), 14–​16.

	3.	 See Gerling, Grüner, Kiel, and Schulte (2005) for a survey.
	4.	 Papers studying this topic include Meade and Sheets (2005), Chappell, McGregor, and 

Vermilyea (2008), Hayo and Neuenkirch (2013), Bennani, Farvaque, and Stanek (2015) and 
Jung and Latsos (2015).

	5.	 Other cross-​country studies are Vaubel (1997), Göhlmann and Vaubel (2007), Belke and 
Potrafke (2012).

	6.	 See, for example, Chappell, Havrilesky, and McGregor (1993), Tootell (1996), Chappell, 
Havrilesky, and McGregor (1995), Havrilesky and Gildea (1995), Chang (2001), Falaschetti 
(2002), Adolph (2013)‌.

	7.	 It should be added that the degree of individualism at the FOMC has evolved over time. 
Many researchers attribute a lower degree of individualism to the influence of the governor; 
see Blinder (2009).

	8.	 Extending the model to higher dimensions is possible, although identification (see below) 
becomes more complicated. We limit ourselves here to one-​dimensional models as it 
facilitates the discussion. We return to the issue of one latent dimension later on.
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	 9.	 This discussion and example are taken from Eijffinger, Mahieu, and Raes (2013a).
	10.	 See also the discussion in Jackman (2009) 458–​459.
	 11.	 A more detailed analysis of ideal points in the Executive Board of the Riksbank can be found 

in Eijffinger, Mahieu, and Raes (2013b). An insightful discussion on the history and workings 
of the Executive Board of the Riksbank is Apel, Claussen, and Lennartsdotter (2010)‌.

	12.	 Apel, Claussen, and Lennartsdotter (2010) provide some survey evidence from Executive 
Board members indicating that there is some bargaining region in repo decisions. When 
the majority vote is reasonably close to their own assessment, some executive members 
occasionally refrain from entering reservations.

	13.	 In our sample period, we have no meetings where more than two policy alternatives were 
mentioned in the voting record.

	14.	 Two remarks are in order regarding this result. First, this result comes from the restricted 
sample we use. Second, these ranks are relative statements.

	15.	 It should be understood that a statement like this is conditional on the model being true. 
This is clearly never the case, so this statement holds strictly speaking only in the model 
world. See McElreath (2016) for an insightful discussion.

	16.	 To be clear, Bayesian inference is not necessarily immune to this problem, but in some 
cases we may have good hope that Bayesian approaches have superior large sample 
properties; see Jackman (2009), 437. In the case of ideal point models, we are not aware of 
research looking at bias and confidence interval coverage for data of the size we often deal 
with in the context of MPCs.

	 17.	 We should point out these are not the preferred estimates by Chappell and McGregor 
(2015). We pick these estimates to illustrate how different preferences estimates can be.
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chapter 3

Peaks and Troughs
Economics and Political Economy of Central Bank 

Independence Cycles

Donato Masciandaro and Davide Romelli

3.1  Introduction

In 1824, David Ricardo wrote:

It is said that Government could not be safely entrusted with the power of issuing 
paper money; that it would most certainly abuse it. . . . There would, I confess, be 
great danger of this if Government—​that is to say, the Ministers—​were themselves to 
be entrusted with the power of issuing paper money.

Ricardo’s ideas, nowadays, are a closer representation of the functioning of mone-
tary policy institutions than ever before in history. Central bankers can implement their 
policies with a degree of autonomy that their predecessors would have only dreamed 
of. Yet the history of central banks is rich in modifications to their role and functions 
(Goodhart 1988; Lastra 1996; Goodhart 2011). In particular, over the past four decades, 
central banks around the world have seen their mandates progressively narrowed and 
zoomed in on the goal of price stability. At the same time, this narrowing mandate has 
been accompanied by changes in their governance arrangements, the main focus of 
which became an increasing degree of independence of monetary policy authorities 
from the executive power.

This evolution, prompted by Kydland and Prescott’s (1977) well-​known time incon-
sistency problem, has attracted a significant interest from the economic profession 
starting in the 1990s, when the first indices of central bank independence (CBI) were 
developed. Figure 3.1 displays this growing interest in CBI by showing the number of 
academic papers and research studies published with a title containing these keywords 

  

 



60      Masciandaro and Romelli

 

between 1991 and 2015.1 During the period 1991–​1998, sixty-​four research and policy ar-
ticles were published, peaking in 1998 with thirty-​three publications. The 2000s saw a 
new wave of research in the field (253 published articles), with a new peak of forty-​six 
published articles in 2008. Recent years have seen a renewed interest in studying CBI, 
with an increasing trend in the number of publications on the topic.

This evolution of research on CBI has followed closely the pace of reforms in central 
bank institutional design. For example, throughout the 1990s, a large wave of reforms 
that increased the degree of independence of monetary policy institutions was observed 
in both developed and developing countries. Similarly, the increased interest in recent 
years was brought about by the debate on the optimal design of central banks which 
sparked after the 2008 global financial crisis (GFC).

The GFC has posed new challenges to modern central banking models, in which 
monetary policy is conducted by an independent central bank that follows an interest-​
rate rule-​based approach to stabilize inflation and output gaps (Goodhart, Osorio, and 
Tsomocos 2009; Alesina and Stella 2010; Aydin and Volkan 2011; Curdia and Woodford 
2011; Giavazzi and Giovannini 2011; Gertler and Karadi 2011; Issing 2012; Woodford 
2012; Cohen-​Cole and Morse 2013; Cukierman 2013). In the aftermath of the crisis, 
there has been a large number of important reforms to central bank governance, in par-
ticular regarding the involvement of central banks in banking and financial supervision 
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Figure 3.1  Research and Policy Articles with a “Central Bank Independence” title (1991–​2015)
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(Masciandaro and Romelli 2018). For example, the Dodd-​Frank Act of 2010 increased 
the responsibilities of the Fed as prudential supervisor (Komai and Richardson 2011; 
Gorton and Metrick 2013).2 In Europe, the European Systemic Risk Board (ESRB), es-
tablished in 2010, provides macroprudential supervision of the European Union’s fi-
nancial system under the guidance of the European Central Bank (ECB), while the 
European Single Supervisory Mechanism (SSM), which started operating in November 
2014, assigns banking-​sector supervision responsibilities to the ECB together with 
national supervisory authorities. These reforms indicate a reversal in central bank 
governance, since granting more supervisory power to the central bank is generally 
associated with a lower degree of CBI (Masciandaro and Quintyn 2009; Orphanides 
2011; Eichengreen and Dincer 2011; Masciandaro 2012a and 2012b; Masciandaro and 
Quintyn 2015).3

In this chapter, we provide an overview of this evolution in CBI over the past four 
decades. We investigate the endogenous determination of central bank institutional 
design from both a theoretical and an empirical perspective. Theoretically, we build a 
small, stylized political economy model in which citizens delegate to policymakers the 
optimal design of central bank governance. This toy model is used to highlight some 
key determinants that can explain the evolution of CBI as a function of macroeconomic 
shocks and political economy characteristics of countries. We then employ recently de-
veloped dynamic indices of CBI to highlight the peaks and troughs of CBI over the pe-
riod 1972–​2014. Using the recomputed Grilli, Masciandaro, and Tabellini (1991) index in 
Arnone and Romelli (2013) and Romelli (2018), we highlight several interesting trends 
in central bank design. For a sample of sixty-​five countries, we show that the increasing 
trend in CBI over the period 1972–​2007, was reversing after the GFC, mainly due to the 
significant changes to the roles of central banks in banking supervision.

We then provide a systematic investigation of the political economy and macroec-
onomic characteristics that are associated with CBI over time. Employing a dynamic 
index of CBI, we analyze the evolution of CBI across a large sample of countries and 
over time and highlight some new interesting determinants of the endogenous evolu-
tion of central bank design. We find that legacy matters, that is, that past levels of CBI 
are highly correlated to future ones. We also show that past episodes of high inflation are 
positively correlated with high levels of CBI in the following periods. This corroborates 
the findings in Crowe and Meade (2008) and suggests that high inflation aversion does, 
indeed, constrain governments to assign higher degrees of independence to their cen-
tral banks. However, taking stock of our richer panel data, we show that the effect of 
inflation aversion vanishes in recent years (2000–​2014), when the degree of CBI tends 
to be more closely related to other types of macroeconomic shocks such as fiscal and 
exchange-​rate shocks.

Section 3.2 of this chapter provides a systematic overview of the literature in CBI over 
the past decades. Section 3.3 presents a stylized model that can explain the drivers of 
the optimal level of CBI. Section 3.4 discusses the data employed and some descriptive 
statistics, while section 3.5 presents the empirical strategy and results, and section 3.6 
concludes.
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3.2  The Design of CBI: The State  
of the Art

Starting with the new classical revolution, a large literature has been concerned with 
the optimal institutional design of monetary policy authorities and how this impacts 
macroeconomic outcomes. The main theoretical argument is that policymakers 
tend to use monetary tools with a short-​sighted perspective, by using an inflation 
tax to smooth different kinds of macroeconomic shocks, in an attempt to exploit the 
short-​term trade-​off between real economic gains and nominal (inflationary) costs.4 
Moreover, the more efficient markets are, the greater the risk that the short-​sighted 
monetary policies just produce inflationary distortions, as rational agents will an-
ticipate the political incentives of using an inflation tax and will fully adjust their 
expectations. In this framework, the Friedman-​Lucas proposition on monetary 
policy neutrality holds (Friedman 1968; Lucas 1973). Furthermore, this political in-
flation bias can generate even greater negative externalities, such as a moral hazard 
among politicians (if the inflation tax is used for public finance accommodation) or 
bankers (if the monetary laxity is motivated by bank bailout needs) (Nolivos and 
Vuletin 2014).

As a result, in the late 1970s and early 1980s, the idea of banning the use of mone-
tary policy for inflation tax purposes received a broad consensus among policymakers 
and the academic community. Consequently, as soon as this institutional setting gained 
momentum, the relationship (governance) between the policymakers (responsible 
for the design of policies) and the central bank (in charge of monetary policy) became 
crucial in avoiding the inflation bias. In this context, Rogoff (1985) argues that only an 
independent central bank is able to implement credible monetary policies that will 
favor lower inflation rates and thus eliminate the time inconsistency problem of gov-
ernment policies (Kydland and Prescott 1977).5 Walsh (1995a) proposes an alternative 
way to model CBI using a principal-​agent framework that underlines the importance 
of assigning stronger incentives to central bankers in order to reach the socially optimal 
policy. For example, the Reserve Bank of New Zealand Act of 1989 establishes a contract 
between the central bank and the government that is close in spirit to Walsh’s optimal 
central bank contract (Walsh 1995b).

The optimal design of central bank governance is essentially a two-​sided medal. 
On one side, the central banker has to be independent, that is, implement its policies 
without any external (political) short-​sighted interference. Therefore, the central banker 
becomes a veto player against inflationary monetary policies. On the other side, the cen-
tral banker has to be conservative, where being conservative refers to the importance 
that he or she assigns to medium-​term price stability in its relation to other macroeco-
nomic objectives. Thus, being conservative is a necessary condition to avoid the central 
banker himself or herself becoming a source of inflation bias, and independence is often 
considered as the premise for conservative monetary policies. Moreover, independent 
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and conservative central banks are credible if and only if the institutional setting in 
which they operate guarantees the accountability and transparency of their policies.

Given these key characteristics of monetary policy settings, a large literature has de-
veloped a set of indices that attempt to capture the institutional features of central banks 
and gauge their degree of independence, conservatism, and transparency. Seminal 
works include Bade and Parkin (1982), Grilli, Masciandaro, and Tabellini (1991), 
Cukierman (1992), and Masciandaro and Spinelli (1994).6 Most of these indices de-
velop de jure indices of independence based on central bank charters. One exception 
is Cukierman (1992), who first distinguishes between legal and de facto indicators of 
independence. These classical indices of independence have been updated by, among 
others, Cukierman, Miller, and Neyapti (2002) and Jácome and Vazquez (2008) for the 
Cukierman index and Arnone et al. (2009) and Arnone and Romelli (2013) for the Grilli, 
Masciandaro, and Tabellini index. Moreover, several recent works extend previous 
measures of CBI by looking at other central bank characteristics. For example, Crowe 
and Meade (2008) and Dincer and Eichengreen (2014) develop measures of CBI and 
transparency. Vuletin and Zhu (2011) propose a new de facto index of independence, 
identifying two different mechanisms embedded in the measure of the turnover rate of 
central bank governors (see also Dreher, Sturm, and de Haan 2008 and 2010)

Together with the construction of these indices of central independence, a large liter-
ature has attempted to determine whether the degree of independence is associated with 
important macroeconomic indicators such as inflation rates, public debt, and interest 
rates, as well as income and growth. The assumption was to verify if the existence of a 
monetary veto player reduces the intended and unintended effects of the misuse of the 
inflation tax and produces positive spillovers on other macroeconomic variables. By and 
large, this literature has produced mixed results (de Haan and Sturm 1992; Alesina and 
Summers 1993; Alesina and Gatti 1995; Posen 1995; Forder 1996; Campillo and Miron 
1997; Sturm and de Haan 2001; Gutierrez 2003; Jácome and Vázquez 2008; Siklos 2008; 
Ftiti, Aguir, and Smida 2017). For example, Klomp and de Haan (2010b) perform a meta 
regression analysis of fifty-​nine studies, examining the relationship between inflation 
and CBI, and confirm the existence of a negative and significant relation between infla-
tion and CBI in Organization for Economic Cooperation and Development (OECD) 
countries, although the results are sensitive to the indicator used and the estimation pe-
riod chosen. More recent studies nonetheless confirm the importance of the legal CBI 
in explaining inflation rates (Cukierman 2008; de Haan, Masciandaro, and Quintyn 
2008; Carlstrom and Fuerst 2009; Down 2009; Alpanda and Honig 2009; Alesina and 
Stella 2010; Klomp and de Haan 2010a; Maslowska 2011; Arnone and Romelli 2013), gov-
ernment deficits (Bodea 2013), and financial stability (Cihak 2007; Klomp and de Haan 
2009; Ueda and Valencia 2014).7

Despite this growing consensus, the GFC has once again brought central banks to 
the core of policy and academic debate by highlighting the need to reconsider, among 
others, their role in banking supervision (Masciandaro 2012b) and financial stability. 
Central banks around the world are now perceived as policy institutions with the goal 
of promoting monetary and financial stability, a double mandate that might bring a 
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new form of time inconsistency problem (Nier 2009; Ingves 2011; Ueda and Valencia 
2014). Yet empirical investigations on the interplay between CBI and financial stability 
have led to confounding results. For instance, Cihak (2007) and Klomp and de Haan 
(2009) find that CBI fosters financial stability, while Berger and Kißmer’s (2013) anal-
ysis suggests that more independent central banks are less willing to prevent financial 
crises. Finally, it is also important to notice how, starting from 2008, central banks 
such as the Federal Reserve and the Bank of England, have implemented large-​scale 
quantitative easing (QE) policies. Despite the little evidence of significant side effects 
of these policies, the potential losses that could result from these nonconventional op-
erations might threaten CBI in the future (Goodfriend 2011; Ball et al., 2016).8

The large majority of these empirical studies essentially consider CBI as an exoge-
nous (independent) variable that can be useful to explain macroeconomic trends. Yet 
successive research has argued that political institutions such as central banks evolve 
endogenously as a response to a set of macroeconomic factors (Farvaque 2002; Aghion, 
Alesina, and Trebbi 2004; Polillo and Guillén 2005; Brumm 2006 and 2011; Bodea and 
Hicks 2015; Romelli 2018). The step forward in this line of research is then to consider the 
degree of CBI as an endogenous (dependent) variable that has to be explained.9 Which 
are the drivers that can motivate the decision of a country to adopt a certain degree of 
independence of the central bank? Why and how are policymakers forced to implement 
reforms that reduce their powers in using the inflation tax, increasing the degree of in-
dependence of the central bank? Various hypotheses have been advanced to explain the 
genesis of the political process that leads a monetary policy regime to assume a given set 
of characteristics. Developments in endogenizing CBI have been the subject of analysis 
in both economics and political science. One argument relates to the possibility that the 
degree of CBI depends on the presence of constituencies that are strongly averse to the 
use of the inflation tax, which drives policymakers to bolster the status of the central 
bank (the constituency view).10 Other views argue that the aversion to the use of the 
inflation tax is structurally written in the features of the overall legislative and/​or polit-
ical system, which influence policymakers’ decision on whether to have a more or less 
independent central bank (the institutional view).11 Yet another view stresses the role of 
culture and traditions of monetary stability in a country in influencing policymakers’ 
choices (the culture view).12

These three views share the role of the preferences of citizens in determining the 
degree of CBI (Masciandaro and Romelli 2015). In the constituency view, the present 
preferences against the use of the inflation tax are relevant; in the institutional and cul-
ture views, the past anti-​inflationary preferences influence the present policymakers’ 
decisions. It is also evident that these preferences might change following periods 
of economic turmoil, prompting a wave of reforms in the design of the central bank 
governance.

Overall, whatever the adopted view in explaining the evolution of CBI, our atten-
tion should focus on two crucial elements: social preferences and the incentives and 
constraints that shape the behavior of the agent responsible for the monetary setting 


