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Introduction
LUIS EGUREN, OLGA FERNÁNDEZ-SORIANO, 
AND AMAYA MENDIKOETXEA

1. EARLY PARAMETERS

The notion of parameter of syntactic variation is a key component of the 
theory of Principles and Parameters (P&P theory; Chomsky 1981, 1986; 
Chomsky and Lasnik 1993), a very productive research program in the history 
of generative grammar whose main objective is to account for the so-called 
logical problem of language acquisition, that is, how is it that the child learn-
ing a language comes to have a complex and subtle grammatical knowledge 
that goes far beyond the impoverished input in her linguistic environment? 
As is well-known, the solution P&P theory gives to the linguistic version of 
Plato’s problem lies in devising a rich Universal Grammar (UG), the uniquely 
human genetic endowment for language. In a nutshell, the idea is that core 
aspects of the child’s linguistic knowledge are given in advance by UG, and do 
not have to be learned at all.

Within the P&P framework, together with a pool of universal features, a 
series of invariant principles, and the specification of the general architecture, 
modules, and operations of grammar, UG provides a finite set of innately pre-
determined choice points, or “parameters,” each with a number of values (ide-
ally two) (see also Chomsky, 1981: 11; 1986: 150):

“The theory of UG must meet two obvious conditions. On the one hand, it must 
be compatible with the diversity of existing (indeed, possible) grammars. At the 
same time, UG must be sufficiently constrained and restrictive in the options it 
permits so as to account for the fact that each of these grammars develops in the 
mind on the basis of quite limited evidence . . . What we expect to find, then, is 
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a highly structured theory of UG based on a number of fundamental principles 
that sharply restrict the class of attainable grammars and narrowly constrain 
their form, but with parameters that have to be fixed by experience.” (Chomsky 
1981: 3–4)

In addition to the view that the domain of parametric options and the range 
of their values are restricted by UG, early parameters generally had two 
more defining traits. On the one hand, they were conceived as “grammati-
cal” parameters, as Baker’s (2008a,b) dubs them,1 which often concerned 
principles of grammar, but could also be related to a particular module 
(Theta Theory, Case Theory, etc.), or determine the choice of level (D- 
Structure, S-Structure, Logical Form) at which an operation of grammar ap-
plied. On the other hand, it was posited that parametric choices may have a 
great impact on the grammar of a language, giving rise to clusterings of syn-
tactic properties:

“Each of the systems of (1) [subcomponents of the rule system of grammar] and 
(2) [subsystems of principles] is based on principles with certain possibilities of 
parametric variation . . . In a tightly integrated theory with fairly rich internal 
structure, change in a single parameter may have complex effects, with prolifer-
ating consequences in various parts of the grammar.” (Chomsky 1981: 6)

A good example of an early P&P theory parameter that was clearly endowed 
with these two attributes is Hale’s (1983) Configurationality Parameter (CP). 
The CP makes a division between configurational and non-configurational lan-
guages (e.g., English vs. Warlpiri). In the former, grammatical functions are 
linked to syntactic configurations; in the latter, syntactic configurations are, 
for the most part, lacking. This parameter was thought to have a cascade effect 
on the shape of grammars: the properties associated to non- configurationality 
include, according to Hale (1983: 5), free word order, the occurrence of dis-
continuous expressions, and the extensive use of “null anaphora” (i.e., non-
overt representation of arguments), among many others. Moreover, this 
parameter was treated as a case of variation in grammar as a whole. Hale 
(1983) proposes, in particular, that configurationality is to be stated in terms 
of the Projection Principle (Chomsky 1981: 29), whereby the subcategoriza-
tion properties of lexical items are represented at each syntactic level (D-
structure, S-structure, and LF):

(1) The Configurationality Parameter
a. In configurational languages, the Projection Principle holds of the 

pair (LS, PS).
b. In non-configurational languages, the Projection Principle holds of 

LS alone.
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The CP in (1) locates the typological difference between configurational and 
non-configurational languages in the manner expressions in Phrase Structure 
(PS) are related to argument positions in what Hale names “Lexical Structure” 
(LS). In configurational languages, the Projection Principle establishes a bi-
unique and structurally isomorphic relation between LS arguments and PS 
nominal expressions. In non-configurational languages, the CP does not de-
termine any connection at all between LS and PS. From this parametric choice, 
Hale (1983) points out, the non-configurational properties of languages like 
Warlpiri would follow.

However, the original definition of the locus and scope of syntactic param-
etrization was not completely uniform, since not all proposed parameters 
were seen as grammatical options or had clustering effects. Take, for instance, 
two classical parameters: the Null Subject Parameter (NSP) and the Head Pa-
rameter (HP). The NSP differentiates between so-called pro-drop languages, 
like Spanish or Italian, which allow null subjects in tensed clauses, and non-
pro-drop ones, like English or French, in which the subject position must be 
phonetically realized:

(2) a. Ø vendrá. (Spanish)
Ø will-come.3sg

b. * Ø will come. (English)

As in the case of the CP, early parametric studies also attributed a cluster-
ing effect to the NSP, by specifying that a number of superficially unrelated 
phenomena tend to correlate with the null subject property in pro-drop lan-
guages, most notably, the lack of expletive pronominal subjects (3a), free sub-
ject inversion (4a), and the possibility of extracting wh-subjects across an 
overt complementizer (5a) (cf. Chomsky 1981: 240; Rizzi 1982, and the refer-
ences therein)2:

(3) a. Ø llueve.
b. It rains.

(4) a. Vendrá        Juan.
b. *Will come John.

(5) a. ¿Quiéni crees que ti vendrá?
b. *Whoi do you think that ti will come?

Chomsky (1981: §4.4) stated the NSP as a grammatical parameter, linking it 
to the Empty Category Principle, which constrained the occurrence of empty 
categories by positing that they must be properly governed. Under this view, 
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languages would vary as regards the governing properties of verbal inflection: 
in languages like Spanish (or Italian) verbal inflection properly governs the 
subject NP, whereas in languages like English (or French) verbal inflection is 
not a proper governor. However, Chomsky (1981: 241) himself also suggests 
that “ . . . there is some abstract property of AGR, correlated more or less with 
overt morphology, which distinguishes pro-drop from non-pro-drop lan-
guages, from which the clusterings of properties follow.” In this line, Rizzi 
(1982: 130–131) claims that “ . . . the characteristic property of null subject 
languages (NSLs) is that their verbal inflections have (clitic-like) pronominal 
properties” and adds that “this intuition can be straightforwardly imple-
mented by assuming that INFL in NSLs is specified with the feature [+pro-
noun].”3 Arguably, the NSP was thus formulated as a “lexical” parameter, 
again in Baker’s (2008a,b) terms, and not as a grammatical one (see fn. 1), 
almost from the start.4

The Head Parameter distinguishes head-initial languages (like Spanish), 
where heads uniformly precede their complements, from head-final ones (like 
Basque), systematically showing complement-head order:

(6) a. [leer el libro]VP (Spanish)
read the book

b. [fotos de Juan]NP

pictures of John
c. [apropiado para la casa]AP

appropriate for the house
d. [sin dinero]PP

without money

(7) a. [liburua-a irakurtzea]VP (Basque)
book-the read

b. [Jon-en argazkiak]NP

John-gen pictures
c. [etxe-rako egokia]AP

house-for appropriate
d. [diru-rik gabe]PP

money-part without

The HP is characterized in grammatical terms in Chomsky (1986: 82), who 
takes it to be a parameter of X-bar theory, which could be formulated as in (8) 
(cf. Biberauer 2008: 19)5:

(8) A parameterized principle in the phrase structure module
a. Principle: X´ → X ; Complement (where ; signifies an unordered pair).
b. Parameter: Heads X precede/follow their complements.
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This parameter certainly has a great impact on the shape of grammars, since 
once fixed in a given direction, it affects all combinations of heads and com-
plements in a language, but, strictly speaking, it does not have a clustering 
effect: clusters of properties have been conceived as sets of different grammat-
ical properties which are all meant to derive from one abstract property, 
whereas, given X-bar theory, the fact that verbs, nouns, adjectives, and prepo-
sitions precede, for instance, their complements is just one and the same 
property.

Putting all the observations in this section together, the following general 
picture obtains as regards the initial characterization of parameters of syntac-
tic variation: first, parameters (and their values) were attributed to UG; 
second, they were mostly formulated as grammatical parameters, affecting 
principles, operations, or levels of grammar; and third, they often had a rich 
deductive structure, with sets of different formal properties clustering 
together.

This view on parametrization has changed significantly in the last three 
decades of intensive work on parametric syntax. On the one hand, it has been 
argued that parameters are not provided by UG. On the other hand, the locus 
of syntactic variation has also been shifted, with all parametric options now 
being placed in the (functional) lexicon and/or at the syntax-PF interface. And 
some authors have even claimed that the clusterings of properties associated 
with particular parameters do not really hold across languages.

In the next section, we will review the long-standing and lively debates on 
the nature, locus, and scope of parameters, and we will also address another 
currently debated topic in parametric syntax: the (non)-existence of parame-
ter hierarchies. Throughout the discussion we will incorporate the core ideas 
in the papers collected in this volume with respect to these issues at suitable 
points in our exposition, with the aim of emphasizing the coherence of the 
different contributions regarding parameters and parametric variation.

2. CURRENT ISSUES IN PARAMETRIC SYNTAX

2.1. The status of parameters

The original P&P conception of parameters as part of UG can still be traced in 
the work by Baker (2005, 2008a,b) on macroparametric variation, where he 
supports an overdeterministic view of UG as regards some macroparameters, 
like the Agreement Parameters, which account for a number of agreement 
properties in Indo-European and Bantu languages (see section  2.3). Since 
their values, Baker argues, cannot be fixed using general learning devices, 
these macroparameters should be attributed to UG.

In contrast to Baker’s stance on the nature of (at least some) parameters, 
there is a growing consensus in current minimalist theorizing building on the 
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idea that parametric options are not primitives of Universal Grammar, and are 
rather to be seen as emergent properties of grammars stemming from under-
specified aspects of UG, such as linear ordering or the selection and bundling 
of formal features (Roberts and Holmberg 2005, 2010; Richards 2008a; Holm-
berg 2010; Boeckx 2011, this volume; Roberts 2012).

Roberts (this volume) extends this conception of the nature of parameters 
to parameter hierarchies (see section 2.4), which, in his view, are not prespeci-
fied by UG, but emerge from the interaction of (i) the fact that the formal 
features of certain heads are underspecified by UG (in Robert’s view, UG 
makes available a certain set of features, but does not indicate how or whether 
they are deployed in a particular language), (ii) the Primary Linguistic Data, 
and (iii) general markedness conditions.

The insight that parameters do not belong to UG, but represent points of 
underspecification instead, clearly goes hand-in-hand with the attempt in the 
Minimalist Program (MP) to substantially reduce the content of the genetic 
endowment for language, which is now thought to basically consist of a closed 
inventory of lexical features plus the unique structure-building operation 
Merge (Chomsky 2000: 100; 2004: 107–108; 2005: 4; 2007: 5–6). As has been 
noted, this move is partially motivated by the minimalist search for a princi-
pled explanation of the properties of mental grammars relying on language-
independent “third-factor” conditions, in particular, principles of structural 
architecture (i.e., interface conditions imposed on the linguistic cognitive 
system by the sensory-motor and conceptual-intentional systems with which 
it interacts), and conditions of efficient computation holding of computa-
tional systems such as I-languages (Chomsky 2004, 2005, 2007, 2008, 2010; 
Berwick and Chomsky 2011): only if UG is devoid of as much content as pos-
sible, including both principles and parameters, so the reasoning goes, core 
properties of the language faculty can be externally explained in third-factor 
terms.

Together with this theory-internal argument, the minimalist idea of an 
underspecified UG receives additional support from considerations on the 
evolution of language (Chomsky 2005, 2007, 2008, 2013; Boeckx 2012), by 
which a minimized UG is indispensable in order to offer a plausible explana-
tion for the sudden and recent emergence of the particular properties that 
characterize human language. Putting it in Chomsky’s (2005: 8) words, 
“ . . . evidently, the more varied and intricate the conditions specific to lan-
guage, the less hope there is for a reasonable account of the evolutionary 
origins of UG.”

The shift from a complex and intricate UG to an underspecified system 
whose properties can be externally determined is also observed in the 
theory of language acquisition. As mentioned in the previous section, a cen-
tral idea in P&P theory is that the linguistic knowledge needed to make 
sense of the partial, limited, and degenerate linguistic input is basically 
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innate; it is a Universal Grammar (UG), which comprises a set of universal 
principles that do not have to be learned, and options left open by UG (or 
parameters), which must be set on the basis of sufficient linguistic experi-
ence. Moreover, if the number of parameters is finite, and relatively small, 
there is only a finite number of grammars in the child’s learning space. As 
Lorenzo and Longa (2009: 1302) phrase it: “the resulting notion of ‘param-
eter setting’ is thus a paradigmatic instantiation of the idea of ‘selective 
learning’ (Piattelli- Palmarini 1989), that is, the contention that experience 
is but a trigger of pre-existing resources of organisms instead of an instruc-
tor of their development.”

The point to be addressed is then whether Minimalism has altered in any 
way this view of language acquisition, since, as explained above, the advent of 
the Minimalist Program has weakened the strong geneticism of P&P theory 
mostly through the introduction of third-factor principles, but also due to the 
role attributed to UG and the nature of the principles which conform it. To 
mention just some views on this issue, Yang and Roeper (2011: 552) argue 
that the answer to this question is both “no” and “yes.” It is negative in the 
sense that Minimalism has not managed to provide the basic P&P architecture 
for the task of language acquisition, and positive in the sense that the new 
conception on the language faculty has led to new conceptions on learning 
which may lead to a more complete explanation of the mechanisms of lan-
guage acquisition. A more negative approach is presented in Longa and Lo-
renzo (2008), who claim that the shift in how we judge the explanatory 
adequacy of the principles of the language faculty, as optimal solutions for the 
needs of the cognitive systems that interact with it, has been mostly ignored 
by researchers in child language acquisition. In a later paper, these authors 
(Lorenzo and Longa 2009: 1308) claim that the MP must shift its perspective 
in two crucial aspects in order to come close to a rigorous approach to lan-
guage acquisition: (i) the recognition that the contribution of the environ-
ment to language acquisition should not be restricted to those aspects in 
which languages differ (see Tomasello 2003 for usage-based approaches to ac-
quisition), and (ii) the acceptance that stages in child language acquisition are 
a source of information and play a role in the development of mature language 
systems.

One of the papers in this volume (Fasanella and Fortuny’s) approaches the 
issue of language acquisition from a minimalist perspective, emphasizing that 
a parametric model must not only account for linguistic variation but must 
also provide the elements which guide the child in developing her linguistic 
knowledge. These authors explicitly reject the idea that parameters are coded 
in UG, and propose instead that the clusters of syntactic properties associated 
to traditional parameters can be derived from the conjunction of third-factor 
procedures of data analysis and bootstrapping mechanisms operating in the 
process of language acquisition.
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2.2. The locus of parametric variation

A second major debate in parametric syntax, which is related to the discussion 
above on the (non)-UG-based status of parameters, has to do with the deter-
mination of the components of language with which parameters are associ-
ated. Three main lines of thought can be identified in generative research on 
variation in this respect: (a) what might be called the “Grammatical Parame-
trization Hypothesis” (GPH) of early P&P theory, whereby parameters are 
linked to general properties of grammars (i.e., principles, operations, mod-
ules, and levels); (b) the subsequent Functional Parametrization Hypothesis 
(FPH), also first proposed within P&P theory and then widely adopted in the 
first stages of the Minimalist Program, which identifies the functional lexicon 
as the locus of parametric options; and (c) the Externalization Hypothesis 
(EH), currently being advocated within the MP framework, which reduces pa-
rameters to cross-linguistic differences arising at the PF branch of grammar 
(see, e.g., Chomsky 2010, Berwick and Chomsky 2011, Berwick et al. 2013).6

The GPH has been described and illustrated in section 1. We will now out-
line the motivations and scope of the other two approaches to the location of 
parameters, comparing them both with each other and with the GPH, and fo-
cusing on certain issues that are still under discussion.

The hypothesis that parameters find their source in the functional lexicon 
was first explicitly advocated by Borer (1984) and further developed in Fukui 
(1986, 1988), Ouhalla (1991), and Webelhuth (1992), among many others. 
Fukui (2006: 108 [1995]) formulates this idea as in (9)7:

(9) The Functional Parametrization Hypothesis
Only [+F] elements in the lexicon are subject to parametric variation.

As shown by the following remarks by Chomsky in the introduction to The 
Minimalist Program (see also Chomsky 2001: 2), the FPH was soon incorpo-
rated into the MP8:

Language differences and typology should be reducible to choice of values of 
parameters. A major research problem is to determine just what these options 
are, and in what components of language they are to be found. One proposal is 
that parameters are restricted to formal features with no interpretation at the 
interface. A still stronger one is that they are restricted to formal features of 
functional categories (see Borer 1984, Fukui 1986, 1988) . . . I will assume that 
something of this sort is correct . . . ” (Chomsky 1995: 6)

In compliance with the FPH, and reinforcing a trend initiated in P&P theory, 
most work on syntactic variation within the MP framework has thus reformu-
lated classical parameters, and defined new ones, as properties of functional 
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heads. Let us illustrate this fact with two well-known parameters: the Head 
Parameter (HP) and the Wh-Parameter.

As mentioned in section 1, the HP was initially viewed as a grammatical 
parameter in Chomsky (1986), and also in Koopman (1984)/Travis (1984), 
who linked it to the principles of X-bar Theory and the thematic and Case 
modules, respectively. Early proponents of the FPH, like Borer (1984) and 
Fukui (1988), left the HP outside the scope of this hypothesis, since, at that 
point, they could not envisage how to reduce cross-linguistic variation in the 
linearization of heads and complements to properties of lexical items. A way 
to do so has been articulated, however, within the MP building on Kayne’s 
(1994) Antisymmetry of Syntax, which implies that all languages have an un-
derlying head-complement order, so that surface head-final orderings must be 
the consequence of leftward movement of complements to the specifier of 
some functional head. Within this framework, the difference between head-
initial and head-final languages would be, in accordance with the FPH, that 
the lexicon of the latter contains a set of functional categories, which are lack-
ing in the former, bearing a movement-triggering feature which attracts the 
complement to the left of the head (see, e.g., Bouchard 2003: 4; Biberauer 
2008: 25; Kayne 2011: 2).

The Wh-Parameter sets apart languages where wh-phrases in simple wh-
questions are fronted (English or Spanish) from those in which they stay in 
situ (Chinese or Japanese). This parameter was first formulated in grammati-
cal terms by Huang (1982a,b), who put forward the idea that these two types 
of languages differ in the level of representation at which wh-movement oper-
ates: in languages like English, wh-phrases move overtly at S-structure, 
whereas in languages like Chinese wh-movement applies covertly at 
Logical Form.

Various characterizations of the Wh-Parameter conforming to the FPH 
have been delineated in the minimalist literature as well. Chomsky (1995: 
232, 289, 291) claims, for instance, that in languages like English wh- 
movement is motivated by the presence of a “strong” Q-feature on the inter-
rogative complementizer, which must be checked before Spell-Out, whereas 
in languages with a “weak” Q-feature on C, like Chinese, the wh-phrase re-
mains in situ, and is interpreted via unselective binding. Having discarded fea-
tural strength as an analytical tool, Chomsky (2000: 109) further attributes 
the difference in the structural position of wh-phrases between languages like 
English and Chinese to the presence or absence of an uninterpretable EPP-
feature on C, requiring [Spec, CP] to be filled: under this view, languages with 
an EPP-feature on C will require wh-movement, and languages without it will 
show wh-in-situ. Still another analysis of the Wh-Parameter is developed by 
Cheng and Rooryck (2000). These authors, elaborating on the proposal in 
Cheng (1991), correlate the availability of wh-particles in languages like Chi-
nese or Japanese with wh-in-situ, assuming that, in this type of languages, the 



[ 10 ] Rethinking Parameters

wh-particle itself checks the Q-feature of C, rendering wh-movement unnec-
essary (and therefore impossible); in languages without wh-particles, like 
English, the Q-feature of C could then only be checked by moving a wh-phrase 
to [Spec, CP] instead.

The FPH has been argued to have a number of advantages in comparison to 
the GPH (see, e.g., Roberts and Holmberg 2010: 32–33; Roberts, this volume), 
all following the simplicity requirement of Methodological Minimalism, which 
might explain why it has been standardly assimilated into the MP. This hy-
pothesis first imposes both a strong limit on what can vary and a restriction 
on the form of parameters; second, confining syntactic variation to the (func-
tional) lexicon is in any case needed to account for “microvariation” phenom-
ena (see section 2.3); and third, as initially pointed out by Borer (1984: 29), 
“associating parameter values with lexical entries reduces them to the one 
part of a language which clearly must be learned anyway: the lexicon.” To these 
arguments in favor of the FPH, we can add its compatibility with the minimal-
ist view of an underdeterministic UG. Once parametric variation is associated 
to the properties of lexical items, and not to supposedly innate global aspects 
of grammars (as in the GPH), we no longer need to ascribe it to UG: UG would 
now only provide a set of universal features, and the (functional) lexicon of a 
language would be conformed by selecting certain features from this universal 
pool and assembling them into language-particular items (Chomsky 2000: 
101), the selection and assembling of features being left underspecified by UG.

As already mentioned, a third line of thought on the locus of parameters is 
currently being developed in minimalist theorizing confining most (if not all) 
syntactic variation to the process of externalization (i.e., “the mapping from 
internal linguistic representations to their ordered output form, either spoken 
or manually gestured”; Berwick et al. 2013: 89), which takes place at the PF 
branch of grammar (i.e., the post-syntactic morphological and phonological 
components) (see, e.g., Kandybowicz 2009, Chomsky 2010, Berwick and 
Chomsky 2011, Berwick et al. 2013).9 Berwick and Chomsky (2011) present 
this view as follows (see Chomsky 2010: 60, and Berwick et al. 2013: 92, for 
similar remarks):

“Externalization is not a simple task. It has to relate two quite distinct systems: 
one is a sensory-motor system that appears to have been basically intact for 
hundreds of thousands of years; the second is a newly emerged computational 
system for thought, which is perfect insofar as the strong minimalist thesis is 
correct. We would expect, then, that morphology and phonology—the linguistic 
processes that convert internal syntactic objects to the entities accessible to the 
sensory-motor  system—might turn out to be quite intricate, varied, and subject 
to accidental historical events. Parametrization and diversity, then, would be 
 mostly—possibly entirely—restricted to externalization” (Berwick and Chom-
sky 2011: 37).
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Boeckx (this volume), following the insights in Boeckx (2011), fully agrees 
with the Externalization Hypothesis (EH) above. In line with Chomsky’s 
(2001: 2) Uniformity Principle in (10), he proposes the Strong Uniformity 
Thesis (SUT) in (11), which strengthens Berwick and Chomsky’s position, by 
eliminating the “mostly” and “possibly” from their formulation of the EH:

(10) Uniformity Principle
In the absence of compelling evidence to the contrary, assume lan-
guages to be uniform, with variety restricted to easily detectable prop-
erties of utterances.

(11) Strong Uniformity Thesis
Principles of narrow syntax are not subject to parametrization; nor are 
they affected by lexical parameters.

Under the SUT, which, as Boeckx indicates, blocks the possibility of an indi-
rect parametrization of syntax through the elimination of pre-syntactic lexical 
parameters such as bundling parameters, variation would be entirely restricted 
to externalization, leading to the following statement on the options for 
parametrization:

(12) Locus of variation
All “parameters” reduce to realizational options (i.e., PF decisions ren-
dered necessary by the need to externalize structures constructed by an 
underspecified syntactic component).

Like the FPH, the EH is fully compatible with the minimalist reduction of the 
genetic endowment for language (UG), given that the process of externalizing 
internal computation can well be claimed not to be part of what Chomsky and 
his colleagues call “the faculty of language in the narrow sense” (FLN), which 
is meant to comprise just properties that are both unique to humans, and to 
language itself (Hauser, Chomsky, and Fitch 2002; Fitch, Hauser, and Chom-
sky 2005). In Berwick and Chomsky’s (2011: 38) words, “we have no reason to 
suppose that solving the externalization problem involved an evolutionary 
change—that is, genomic change . . . it follows that externalization may not 
have evolved at all; rather, it might have been a process of problem solving 
using existing cognitive capacities.”

The difference between these two hypotheses on the location of parameters 
thus lies in their scope: that is, the EH covers a second dimension of variation, 
which the FPH does not contemplate. Together with variation in the morpho-
syntactic features of lexical items, as in the FPH, which is now (mostly) rele-
gated to a post-syntactic morphological component like the one proposed in 
Distributed Morphology (DM),10 the EH postulates that there also exist core 
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cases of cross-linguistic variation at the level of phonological representation. 
These include, among other phenomena, linearization, overt or null realiza-
tion of lexical items, (non)-affixal requirements of syntactic heads, and the 
pronunciation of higher or lower copies in movement chains (see fn. 9). In 
what follows, we will again show how this kind of variation has been expressed 
by reviewing some recent PF-accounts of both the Head Parameter and the 
Wh-Parameter.

As an alternative to the definition of the Head Parameter in terms of the 
presence or absence of a movement-triggering feature on functional heads, 
which has been criticized as being an ad hoc solution (see, e.g., Bouchard 2003: 
7), it has been argued that variation in the relative ordering of heads and com-
plements is a PF-mapping strategy pertaining to the externalization process. 
This strategy would ultimately result from a third-factor condition, the fact 
that the physics of speech demand that linguistic units must be pronounced 
sequentially in time, giving rise, in this case, to just two options: the head 
either precedes or follows its complement (see Bouchard 2003; Richards 2004, 
2008a,b; Baker 2005; Holmberg 2010; Chomsky 2010; Berwick and Chomsky 
2011; Berwick et al. 2013).

Regarding the Wh-Parameter, Mathieu (this volume), inspired by Rich-
ards’s (2010) PF-based approach to wh-in-situ versus wh-movement, claims 
that this parameter is reducible to differences in prosodic properties between 
languages, thus supporting what he calls “radical externalization” of previous 
“strength” parameters (see above). Mathieu’s insight is that wh-in-situ lan-
guages tend to be languages that mark focus prosodically in a demarcative 
way, while wh-movement languages tend to be languages that express focus 
culminatively. Under this proposal, cross-linguistic variation in the location of 
wh-phrases would be a syntax-external phenomenon constrained by the pho-
nology of the language.

As shown by these PF reformulations of the Head Parameter and the 
Wh-Parameter, the EH offers a new perspective on time-honored parame-
ters. The Externalization Hypothesis is not, however, unanimously ac-
cepted: a number of proposals can be found in the generative literature 
claiming that parametrization not only obtains at the externalization proc-
ess, but can also affect other components or aspects of language, including 
both the computational and the semantic components, the pre-syntactic 
lexicon, and even third-factor conditions. To close this section, we will go 
through some of these proposals, examining whether they are a real chal-
lenge to the EH, or whether the facts they apply to are amenable to a differ-
ent analysis instead.

Parametric options have been argued to arise within core syntax or in re-
lation to conditions of efficient computation by Saito and Fukui (1998) and 
Baker and Collins (2006), respectively. Saito and Fukui (1998: 452)  
incorporate the effects of the Head Parameter under a parameterized 
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definition of Merge specifying whether there is projection of the left or the 
right element in an ordered pair. Baker and Collins (2006: 333) hold that the 
Minimal Link Condition (MLC), which is taken to be a third-factor principle 
of computational efficiency in current Minimalism, can be parametrized in 
order to capture the fact that in some languages, like Kinande, any nominal 
constituent of the VP can move to [Spec, Linker Phrase] (a vP-internal func-
tional projection), whereas only the highest DP can move in other languages, 
like Hoan.

As indicated above, a better-founded PF-based characterization of the HP 
is, nevertheless, now available, which can replace Saito and Fukui’s proposal. 
As for Baker and Collins’ MLC-Parameter, both Richards (2008a) and Boeckx 
(2011) consider that it is rather implausible that language-independent 
third-factor conditions can be subject to variation. In addition to this gen-
eral criticism, a different explanation for the linker data Baker and Collins 
analyze is offered in Jeong (2006), who accounts for the free ordering of in-
ternal arguments that motivated the parametrization of the MLC by resort-
ing to the applicative typology in the context of linkers, so that high 
(VP-external) applicative structures provide the source of freer word order-
ing, as in Kinande, whereas low applicative structures impose a strict order-
ing, as in Hoan.

Semantic parameters have been advocated in work by Chierchia (1998) 
and Snyder (2012), among others.11 Chierchia develops a hypothesis, which 
he calls the “Nominal Mapping Parameter” (NMP), whereby languages can 
vary with respect to the predicative or argumental nature of their nouns. 
Under the NMP, some languages (e.g., Romance languages) only have predi-
cative nouns (denoting properties), which must obligatorily combine with a 
determiner in argumental positions, whereas in other languages, like Chi-
nese, nouns are argumental (names of kinds) and can thus function as argu-
ments on their own (i.e., without a DP projection).12 Chierchia’s semantic 
parameter thus allows either NPs or DPs to be argumental. However, build-
ing on Longobardi’s (1994) proposal that a nominal expression is an argu-
ment only if it is introduced by a category D, an alternative to the NMP can 
be envisaged, in accordance with the EH, whereby argumental nominal ex-
pressions project a DP in all languages, and the cross-linguistic difference 
just lies in whether the D position has phonetic content or is filled by an 
empty category.13

Another semantic parameter has been recently proposed by Snyder 
(2012) as the latest version of the Compounding Parameter (Snyder 1995, 
2001), which differentiates languages that have productive, recursive, and 
compositional nominal root compounding, like English, from those that do 
not, like Spanish.14 Snyder now considers that this parameter is to be un-
derstood as the availability in English-like languages of a specific rule of 
semantic composition operating at the syntax-semantics interface, which 
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he terms “Generalized Modification” and which is unavailable in Spanish-
like languages:

(13) Generalized Modification
If α and β are syntactic sisters under the node γ, where α is the head of 
γ and if α denotes a kind, then interpret γ semantically as a subtype of 
α’s kind that stands in a pragmatically suitable relation to the denota-
tion of β.

Discussing Snyder’s (2012) semantic characterization of the Compounding 
Parameter, Boeckx (this volume) critically points out that “in a more restric-
tive semantic framework such as the one put forth in Pietroski (2005) and 
Hinzen (2007), the limited repertoire of interpretive operations makes it im-
possible for languages to ‘deactivate’ some of them,” giving rise to variation in 
the semantic component. Boeckx thus concludes that “it is difficult to see how 
a language would be able to completely do away without as general a rule as 
Generalized Modification.” Moreover, once again, alternative lexical analyses 
of this parameter have also been provided in the generative literature, con-
forming (at least) to the FPH (see fn. 18 later). And recursivity of compounds 
has even been argued to be determined by word-stress location (an externali-
zation mechanism) in Tokizaki (2010).

Finally, the pre-syntactic lexicon has also been identified as the locus of a 
particular type of parametrization in Gallego (2011). This author argues that 
lexical variation can have two different sources: (i) the way the outputs of syn-
tactic computation are spelled out (variation after syntax, conforming to the 
EH), and (ii) the way features provided by UG are assembled into language-
particular lexical units (variation before syntax, which, in his view, is needed to 
account for clustering effects).

Gallego (this volume) retakes the idea that some lexical variation patterns 
(i.e., those resulting from feature-bundling) do not fit in well with the EH. He 
mentions in this respect a number of syntactic phenomena, like the lack of 
VSO sentences in Catalan, the fact that Serbo-Croatian has multiple wh- 
movement, or the insular status of indicative dependents in Polish (as op-
posed to Spanish in all three cases), which can be argued to depend on the 
(pre-syntactic) selection and bundling of particular features in particular lan-
guages. A different view can be found in Boeckx (this volume), who, in compli-
ance with the Strong Uniformity Thesis in (11), suggests that “instead of 
talking about pre-syntactic lexical bundles, we can just as easily talk about 
post-syntactic morpho-phonological bundles.”

As can be inferred from the discussion in the last part of this section, a 
pending task for parametric inquiries is to determine whether all cases of pa-
rametrization originate in the externalization process, being reducible to 
properties of the morphophonological component, or whether there are also 
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points of variation in other components (or aspects) of language, which ought 
to be analyzed in a different way.

2.3. Macroparameters and microparameters

Research on syntactic variation within chomskyan linguistics has followed 
two different (and coexistent) paths. On the one hand, a number of scholars 
have concentrated on discovering parameters with widespread consequences 
on grammars (i.e., “macroparameters” and standard medium-sized parame-
ters, or “medioparameters,” as Baker 2008b calls them). On the other hand, a 
great deal of work has also been dedicated to the study of “microparameters.” 
In this section, we will review these two trends in parametric syntax, as well as 
the ongoing debate on the existence of (macro)parameters15 and their interac-
tion with microparameters.

Three main criteria have been invoked in the literature on parametric vari-
ation to differentiate between macroparameters, medium-sized parameters, 
and microparameters: the extent of variation, the methodology of compari-
son, and the locus of variation (see Baker 2008b). With respect to the extent 
of variation, macroparameters have been characterized as having a global 
effect on the shape of grammars, whereas medium-sized parameters are not as 
pervasive in their influence as macroparameters are taken to be, but still have 
“a fairly significant effect on the overall feel of a language” (Baker 2008b: 352), 
and microparameters constitute small-scale differences amongst grammars. 
Under the second criterion, it is generally assumed that macroparameters 
result from the comparison of historically unrelated languages, while medium-
sized parameters apply to languages of the same family (or to families of lan-
guages), and microparameters are tied to specific constructions in very closely 
related languages or dialects of the same language (cf. Kayne 2005: 8–10). Fi-
nally, according to Baker (2008b), in particular, macroparameters are to be 
distinguished from microparameters (and also medioparameters, like the 
NSP; see Baker 2008b: fn. 1) in that they concern principles of grammar, and 
do not have a lexical source, whereas microparameters (and medioparameters) 
can be formulated as properties of the (functional) lexicon.

Appealing to the extent of variation to isolate the three types of parametric 
options above can be useful as a descriptive tool. However, as has often been 
pointed out, this criterion meets a serious problem: no independent measure 
has ever been given which unequivocally defines how big (or small) the (clus-
tering) effect of a particular parameter has to be in order for it to be consid-
ered an instance of macro-, medio-, or microvariation. The difference between 
macroparameters, medium-sized parameters, and microparameters thus basi-
cally lies in the methodology of comparison that is adopted, and, for some 
authors, also in how the different patterns of variation are explained.16
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Macroparametric studies have as their major exponent the proposals by 
Mark Baker (1996, 2008a,b). In a monograph that lays the foundations of this 
area of research, Baker (1996) first posits that, alongside the Head Parameter, 
one more macroparameter can be identified that isolates polysynthetic lan-
guages, in which a single verb, built up of many parts, conveys the information 
expressed by a whole sentence in non-polysynthetic languages. He informally 
formulates this parameter as in (14), where the “morphemes” in the definition 
are either agreement morphemes or incorporated roots (Baker 1996: 11):

(14) The Polysynthesis Parameter
Every argument of a head element must be related to a morpheme in 
the word containing that head.

In an attempt to develop (14) into a precise principle, Baker further proposes 
the condition on θ-role assignment in (15) as the distinctive property of poly-
synthetic languages (Baker 1996: 17):

(15) The Morphological Visibility Condition
A phrase X is visible for θ-role assignment from a head Y only if it is 
coindexed with a morpheme in the word containing Y via:
 (i) an agreement relationship, or
(ii) a movement relationship
   Yes: Mohawk, Nahuatl, Mayali . . . 
   No: English, French, Chichewa . . . 

To support his view that the Polysynthesis Parameter is a macroparameter, 
Baker argues that the condition in (15) underlies a wide range of properties 
which are typical of polysynthetic languages, such as syntactic noun- 
incorporation, rich object and subject agreement, free pro-drop of all argu-
ments, and free word order, among many others (see Baker 1996: 
498–499).17

Besides the Head Parameter and the Polysynthesis Parameter, Baker 
(2008a,b) proposes that two new macroparameters emerge from the compar-
ison of Niger-Congo languages and Indo-European languages:

(16) a. The Direction of Agreement Parameter
    F agrees with DP/NP only if DP/NP asymmetrically c-commands F.
    (Yes: Niger-Congo languages; No: Indo-European languages)

  b. The Case-Dependency Parameter
     F agrees with DP/NP only if F values the Case feature of DP/NP or 

vice versa.
    (No: Niger-Congo languages; Yes: Indo-European languages)
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The idea behind these parameters is that agreement-bearing functional heads 
behave differently from one language to another with respect to the condi-
tions under which they agree: in Niger-Congo languages, the agreed-with  
NP must be higher in the clause than the agreeing head, whereas in Indo- 
European languages agreement is subject to the condition that the two ele-
ments match in Case. Baker again takes these two agreement parameters to be 
macroparameters, since they seem to hold of all potential agreeing functional 
categories (C, T, v, P, D, etc.) in these two families of languages.

Finally, another parameter that might well qualify as a macroparameter is 
the High Analyticity Parameter delineated in Huang (2006, 2010), who ob-
serves that an array of different properties appear to cluster together in 
Modern Chinese, as compared to English and other languages, and proposes 
that these properties are all manifestations of a single macroparameter, stat-
ing that Chinese lexical items are highly analytic at the lexical, functional, and 
argument structure levels.

Three well-known medium-sized parameters, to which some of the papers 
included in this volume pay attention (see below in this section), are the Null 
Subject Parameter, Snyder’s Compounding Parameter, and Bošković’s NP/DP 
Parameter. The NSP has already been presented in section 1. We will now focus 
on the Compounding Parameter and the NP/DP Parameter.

As indicated in our discussion on semantic parameters in the previous sec-
tion, the Compounding Parameter (CP) (Snyder 1995, 2001, 2012; Roeper, 
Snyder, and Hiramatsu 2002; Roeper and Snyder 2005) reflects the fact that 
languages differ in whether they allow endocentric, nominal root compound-
ing as a fully creative process or not (e.g., English: university lab space commit-
tee versus Spanish: *comité espacio laboratorio universidad).18 Snyder and his 
colleagues have always thought that this parameter has a solid clustering 
effect. Snyder (1995, 2001) argues, in this respect, that the positive setting of 
the CP in a language strongly correlates with the presence of the verb-particle 
construction (Mary pulled the top off), the adjectival-resultative construction 
(John wiped the table clean), and the double-object construction (Alice sent Sue 
the letter). Roeper and Snyder (2005) further point out that there is also a con-
nection between the property which gives rise to recursive root compounding 
(the availability, in their view, of an Abstract Clitic Position as the complement 
to a lexical category) and make-causatives (make John buy the book), bare-V/N 
idioms (pay attention), middles (This book reads easily), and null-P construc-
tions (jump (over) the fence).

The NP/DP Parameter (Bošković 2005, 2008, 2009; Bošković and Gajewski 
2011) establishes that Traditional Noun Phrases (TNPs) may correspond to 
either a DP or an NP, so that languages with articles (English, Bulgarian, Mace-
donian . . . ) project a DP, whereas languages without articles (Serbo-Croatian, 
Russian, Polish . . . ) project an NP. This parameter is again endowed with a rich 
deductive structure. Bošković (2008) claims, in particular, that a single 
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difference between the two types of languages (the presence or absence of the 
definite article) lies behind a good number of cross-linguistic generalizations 
concerning very different grammatical phenomena: in his view, (i) only lan-
guages without articles may allow left-branch extraction; (ii) only languages 
without articles may allow adjunct extraction out of TNPs; (iii) only lan-
guages  without articles may allow scrambling; (iv) negative raising is disal-
lowed in languages without articles, while those with articles allow it; 
(v) languages without articles do not show superiority effects in multiple wh-
fronting; (vi) only languages with articles may allow clitic doubling; (vii) lan-
guages without articles do not allow transitive nominals with two genitives; 
(viii) only languages with articles allow the majority superlative reading; 
(ix) head-internal relatives display island sensitivity in languages without ar-
ticles, but not in those with articles; and (x) polysynthetic languages do not 
have articles.19

The second, very productive, direction in parametric syntax, the micropara-
metric approach, focuses on small differences between related languages (and 
dialects), and explains these differences in terms of lexical properties (see 
Black and Motapanyane 1996; Kayne 2000, 2005, 2013; Barbiers 2009; among 
many others). These localized points of variation are typically tied to particu-
lar constructions, as in the work by Barbiers (2009) on microvariation in 
Dutch dialects with respect to complementizer drop, one-insertion, strong 
reflexives, and doubling in wh-chains. Research on microparameters may even 
involve a single lexical item, as illustrated by Kayne’s (2005) fine-grained anal-
ysis of the syntactic properties of quantity words in English and French. As 
Richard Kayne, one of the central figures in microcomparative research, points 
out, a major advantage of this kind of study is that, by examining closely re-
lated languages or dialects, most properties of the grammars involved are kept 
constant, and we can safely determine whether a change in a specific property 
parametrically corresponds to the change in another one, or not (Kayne 2000: 
5–6; 2005: 8). This way, so Kayne argues, we would be closer to discover what 
the minimal units of syntactic variation are: putting it in his own words, “mi-
croparametric syntax is a powerful tool, whose growth is perhaps to be com-
pared with the development of the earliest microscopes, that allows us to 
probe questions concerning the most primitive units of syntactic variation” 
(Kayne 2000: 9).

As mentioned in the beginning of this section, the role (macro)parameters 
play in accounting for syntactic variation is currently under discussion. The 
debate is centered on two core issues: (a) do (macro)parametric effects really 
exist?, and (b) can (macro)parametric differences between languages be ulti-
mately reduced to microparametric ones? We will deal with these two ques-
tions in turn.

The controversy on the existence of (macro)parameters has been instigated 
by Newmeyer’s (2004, 2005) claim that the clustering effects associated to 
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these parametric options fail to hold when a wider variety of languages is 
taken into consideration (see also Haspelmath 2008, Boeckx 2011). In sup-
port of this view, Newmeyer brings up the case of the Null Subject Parameter 
(NSP). Relying on Gilligan’s (1987) study, which tested the correlations put 
forward by Rizzi (1982) against a 100-language sample, he holds that the clus-
ter of properties that was supposed to follow from the NSP (i.e., the possibility 
of null thematic subjects in tensed clauses, null expletive subjects, subject in-
version in simple sentences, and that-trace violations; see the examples in (2)–
(5) in section 1) has been shown to be an illusion. Newmeyer thus advocates 
abandoning parameters altogether, and replacing them by a model in which 
languages particular differences are captured by differences in language- 
particular rules.

The ideas in Newmeyer (2004, 2005) have been contested by a number of 
linguists (see, e.g., Roberts and Holmberg 2005, Biberauer 2008, Holmberg 
2010, Roberts and Holmberg 2010), who first criticize the use of language-
specific rules to express cross-linguistic differences as a “retrograde step” (“a 
return to the rule-based system of the 1960s and 1970s”), which represents a 
retreat from explanatory adequacy, and also predicts that languages may vary 
at random, contrary to the facts. All these authors therefore consider that the 
notion of parameter, which sets limits to syntactic variation by grouping to-
gether complex cross-linguistic differences, is to be maintained, although with 
major refinements and provisos, like the following: (a) parameters must be 
defined in a more adequate and precise way; (b) weaker clusterings and corre-
lations could be envisaged; (c) a more articulated view of the structure of a 
parameter, including both sub-parameters and microparameters, has to be 
adopted; and (d) when coming up to what appears to be a counterexample to 
the expected clustering effect of a parameter, it should always be kept in mind 
that parameters can interact, so that the clustering at hand can be distorted 
by the interference of other parametrical differences between the languages 
being compared.

A good example of this new, more sophisticated, look at (macro)parametric 
variation can be found in Roberts and Holmberg’s (2010) revision of Gilligan’s 
(1987) study on the NSP, from which they conclude that Newmeyer’s claim 
that results such as Gilligan’s invalidate the parametric cluster proposed in 
Rizzi (1982) is not warranted. Roberts and Holmberg come to this conclusion 
basically for three reasons (see Roberts and Holmberg 2010: 23). First, we do 
not know enough about a good number of problematic languages in order to 
be sure that they are genuine counterexamples. Second, as Gilligan himself 
acknowledges, the non-obvious implication that languages with free inversion 
allow complementizer-trace violations remains. And third, a more modest im-
plicational hierarchy can be designed on the basis of Gilligan’s results showing 
that Rizzi’s cluster still holds to some extent (i.e., Free Inversion → (allow 
that-trace violations → expletive null subjects)), which defines three types of 
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languages: type I (Italian, Spanish) would have all these properties, type II 
(Cape Verdean, Berbice Dutch) allows complementizer-trace violations and 
hence allows expletive null subjects, and type III (Haitian, basilectal Jamai-
can) only allows expletive null subjects. To these considerations Roberts and 
Holmberg (2010: 19) add that, in analyzing the behavior of a particular lan-
guage with respect to the NSP, it must be taken into account that independent 
cross-linguistic differences can disguise its effects. They illustrate this fact 
with the case of the Celtic languages Welsh and Irish. Both languages are null 
subject languages with rich agreement inflection on the finite verb. However, 
the status of the correlation with the absence of complementizer-trace effects 
is difficult to evaluate in this case, since subjects are never adjacent to finite 
complementizers in VSO languages, like Welsh or Irish. VSO order thus neu-
tralizes this property, and we do not have here a true counterexample to the 
proposed cluster, so Roberts and Holmberg argue.

Turning our attention now to the debate on the relation between (macro)
parameters and microparameters, it seems clear that (macro)parametric effects 
must be complemented with microparametric ones in any event. Only in this 
way can we capture the complex empirical facts that pervasively show up when 
the correlations associated to a particular (macro)parameter are examined in 
different languages. The Head Parameter (HP), for instance, can certainly be set 
in a uniform way for all categories, developing harmonic languages. However, a 
number of “mixed” languages are also attested, like German, in which the head 
precedes its complements in certain phrases and follows them in others, and 
there also appear to be languages which exhibit head- directionality of one kind 
in the clausal domain and the opposite in nominals, and even cases arise where 
individual lexical items determine which one of the two parametric options is 
chosen (see the discussion and examples in Biberauer 2008: 10–12). To account 
for all these “deviant” patterns of variation, we must surely resort to micropa-
rameters. Though there seems to be no discussion on this point, the debate lies 
somewhere else. It has to do with a far- reaching question: can (macro)parame-
ters be fully reduced to microparameters?

This question has also been answered in different ways. On the one hand, 
Kayne (2005) holds that apparent macroparametric differences are always the 
result of the cumulative effect of microparametric ones, and hence conjec-
tures that it might turn out that “every parameter is a microparameter” 
(Kayne 2005: 10; see also Kayne 2013: fn. 23). On the other hand, Baker 
(2008b) supports the idea that macroparameters exist alongside micropa-
rameters. Baker admits that macroparameters could well be formulated as a 
set of microparameters: instead of stating, for instance, that heads precede 
their complements in a particular language (the HP), we could equally say 
that verbs precede their complements, nouns precede their complements, 
and so on for each category (or for each item of each category). However, in 
his view, the relevant issue is whether the large-scale correlations associated 
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to macroparameters can always arise from the addition of smaller-scale dif-
ferences between languages or not. He claims, at this respect, that “a system 
in which all syntactic variation is ascribed solely to microparametric differ-
ences in the make-up of functional heads, as assumed under the so-called 
Borer-Chomsky Conjecture [see fn. 8], cannot account for actually attested 
patterns of variation” (Baker 2008b: 351). To justify this statement, Baker 
focuses on the Head Parameter, as specified below.

Baker (2008b) argues that if there were only head-directionality micropa-
rameters, which are totally independent from each other, there should be 
many mixed languages and relatively few consistently head-initial or head- 
final languages, contrary to what we actually find: there seems to be more pure 
head-initial or head-final languages than there are languages with a mixture of 
the two orders. Baker illustrates this fact with the statistics on the internal 
order of verb phrases and adpositional phrases across languages, showing that 
there are many more consistent languages (V-O and P-NP order, or O-V and 
NP-P order) than inconsistent ones (V-O and NP-P order, or O-V and P-NP 
order), and further offers more statistical information manifesting that homo-
geneous languages are much more common than non-homogeneous ones also 
in the case of the Polysynthesis Parameter and the Agreement Parameters. 
This, Baker says, is the scenario that is expected under a view that includes 
macroparameters as well as microparameters: the setting of macroparameters 
would result in the prevalence of harmonic systems, and microparameters 
could then conceal the effect of a macroparameter, giving rise to intermediate 
“noisy” cases, which must be relatively few, because, in his words, “it takes a 
whole series of microparametric choices all set in a certain way to override or 
disguise the effects of a single macroparametric choice.” Mark Baker then con-
cludes, contra Kayne, that together with microparameters, there are also 
global macroparameters that regulate languages as a whole, which cannot be 
reduced to microparametric choices in the featural content of individual lexical 
items, as required by the Borer-Chomsky Conjecture.

Ian Roberts and Anders Holmberg (Roberts and Holmberg 2010; Roberts 
2012, this volume) develop a proposal that reconciles Baker’s notion of mac-
roparameters with the BCC. They agree with Baker in that macroparametric 
correlations do exist, but conceive macroparameters as aggregates of micro-
parametric settings affecting formal features of functional categories. Their 
basic insight is that macroparametric effects obtain when a group of func-
tional heads are specified for the same property. As a central part of their pro-
posal, they further argue that this aggregate behavior is determined not by 
UG, but by the learning strategy in (17):

(17) Generalization of the Input
If acquirers assign a marked value to H, they will assign the same value 
to all comparable heads.
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Roberts and Holmberg remark that the markedness convention in (17) is not 
a grammatical principle, but an acquisition strategy motivated by the overall 
conservatism of the learner, who tries to set parameters as efficiently as pos-
sible. An idea along these lines is independently explored by Boeckx (2011, 
this volume), who considers that some parametric clusters, which he takes to 
be tendencies, as Newmeyer (2004, 2005) does, are due to a bias in the learn-
ing process, the Superset Bias in (18), a third-factor economy principle, by 
which the child acquiring a language seeks to maximize the similarity across 
parameter settings, harmonizing their values.

(18) Superset Bias
Strive for parametric-value consistency among similar parameters.

Some of the papers included in this volume are concerned with the formula-
tion and scope of particular parameters, directly bearing on the issues dis-
cussed in this section: that is, the (non)-existence of (macro)parametric 
clusterings, and the (non)-reduction of (macro)parametric options to micro-
parametric ones. These papers deal with certain aspects of four parameters 
that have already been presented in this introduction (the Analyticity Param-
eter, the Null Subject Parameter, the Compounding Parameter, and the NP/
DP Parameter), and come to different conclusions, thus showing how central 
(and controversial) the aforementioned topics are in current generative re-
search on syntactic variation.

Reintges and Cyrino approach parameters from a diachronic perspective in 
their study on the analyticization of the verbal tense systems in Brazilian Por-
tuguese and Coptic Egyptian, and claim that the results of their work are con-
sistent with Baker’s idea that both macroparameters and microparameters 
play a role in accounting for cross-linguistic differences. In their view, there 
does exist a cluster of properties associated to the change towards analyticity 
in the temporal morphological structure of languages, which has to be ex-
plained in (syntax-based) macroparametric terms, whereas the synthetic res-
idue in analytic temporal systems can be derived from (lexicon-based) 
microparameters.

Mensching and Weingart examine the consistency and origin of the clus-
tering of properties associated to the Null Subject Parameter, concentrating 
on two of these properties (the existence of free inversion, and the non- 
existence of overt expletives), and ask how they are related to the core prop-
erty of the NSP: the existence of pro. In this fine-grained analysis of (parts of) 
the NSP, these authors suggest that the non-existence of overt expletives uni-
versally co-occurs with the existence of pro due to general properties of the 
lexicon, such as economy-driven lexical blocking effects: their idea is that a 
language with an empty pronominal will also use this lexical unit as a covert 
expletive, thus blocking the existence of an overt one. As for free inversion 
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(which is to be viewed as the fact that the subject can remain in its base posi-
tion), they hold that this property does not universally follow from the exist-
ence of pro because this correlation can be blurred by factors which are 
independent of pro (such as the position in the sentence in which proexpl is 
merged). Mensching and Weingart thus conclude that “some basic insights of 
the classical pro-drop theory originally proposed by Rizzi (1982) can be 
maintained.”

In their papers on Snyder’s Compounding Parameter and Bošković’s NP/
DP Parameter, both Bauke and Jeong are critical, however, of parametric clus-
terings.20 Bauke brings up a number of phenomena that challenge the Com-
pounding Parameter, like the existence of the verb-particle construction in 
Italian under certain circumstances (e.g., Gianni è corso via ‘lit. Gianni is run 
away’), or the Spanish clitic doubling construction (e.g., Juan le entregó la carta 
a Pedro ‘lit. John CL handed the letter to Peter’), which has been argued to 
behave like the English double object construction; Bauke points out that this 
scenario is unexpected, since, under Snyder’s parameter, both constructions 
should be disallowed in languages (like Italian or Spanish) that lack produc-
tive, recursive, and compositional nominal root compounding. To this, Bauke 
adds that the parameter does not capture the fact that Romance has a produc-
tive pattern of phrasal compounding (e.g., tasse à café ‘lit. cup of coffee’), and 
Germanic has a range of compound forms that are non-compositional (e.g., 
Kindbett ‘lit. child bed’). A main point in Bauke’s work is therefore that all 
these cross-linguistic differences call for a microparametric approach to syn-
tactic variation.

To end up this section, it is clear from the title of Jeong’s paper that, for 
this author, “macroparameters break down under the weight of evidence.” To 
support this view, she focuses on the NP/DP parameter, and claims that it has 
some serious conceptual and empirical problems. As for the conceptual issues, 
she points out that the NP/DP parameter does not really qualify as a true cat-
egorical parameter that facilitates the process of language acquisition, since, 
as Bošković himself acknowledges, the generalizations associated to this pa-
rameter are “one-way correlations, where the lack of articles is a prerequisite, 
but not necessarily the only requirement for the operations in question,” 
which “could turn out to be strong tendencies.” Jeong further presents a 
number of empirical counterexamples to those generalizations, like the fact 
that, contrary to the claim that only languages with articles allow clitic dou-
bling, several languages without a definite article also do so.

2.4. Parameter hierarchies

The idea that parameters do not come in an unordered list but are hierarchi-
cally organized was first fully developed by Baker (2001). Baker notes that 
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some parameters have much greater impact on the form of languages than 
others. It is the case, also, that the particular choice of a parameter can render 
another parameter irrelevant (it is known, for example, that polysynthetic 
languages always allow free word order and generalized pro-drop). In other 
words, depending on the option taken with respect to one parameter, other 
parameters will not be applicable, since some properties will not be accessible. 
Baker thus claims that parameters are ranked by their power to affect one an-
other and proposes to approach parameters in terms of their placement in 
this hierarchy: in particular, “parameter X ranks higher than parameter Y if 
and only if Y produces a difference in one type of language defined by X, but 
not in the other” (Baker 2001: 163).

The point of departure of the parameter hierarchy is thus a list of parame-
ters. A scheme is obtained by situating the most highly ranked parameter at 
the top; in the next line the value of the chosen parameter is specified. Then 
the parameter affected by those options (values) occupies the immediate 
lower position. The hierarchy obtained goes as follows: the highest ranked pa-
rameter is the Polysynthesis Parameter. Languages with the positive value of 
this parameter are not affected by the next one, the Head Directionality Pa-
rameter (since internal arguments in polysynthetic languages are dislocated), 
which is therefore situated below. The parameter which determines the Sub-
ject Side (of the sentence) comes next, and the hierarchy moves down until the 
lowest ranked parameters, such as the Null Subject Parameter (we refer the 
reader to Baker (2001: 183) for the full description and formalization of his 
parameter hierarchy).

An important prediction of Baker’s proposal is that only some types of lan-
guages are attested, since only some conceivable typological combinations are 
possible. Within this framework, the notion of markedness relates to the 
number of choices that have to be made to arrive at a particular typological 
feature in the hierarchy (a language will be more uncommon if it has to make 
more choices or “decisions”). For example, Baker points out that the relatively 
lower frequency of VSO languages, like Welsh, with respect to SVO languages 
would derive from the fact that two more parametric choices are needed for 
the characterization of verb-initial types.

Baker’s parameter hierarchy has been questioned on empirical grounds. 
Newmeyer (2004, 2005) observes that the correlation between the number of 
decisions about parameter setting and the oddity of a language type is not 
clear. For example, there are many more non-polysynthetic languages than 
polysynthetic ones, despite the fact that this is the highest ranked parameter, 
with only one choice required to be set. This author also notes that, given that 
the Null Subject Parameter is very low in the hierarchy, null subject languages 
should be rare, which is also contradicted by the fact that the majority of lan-
guages of the world are null subject. These and other observations regarding 
the location of parameters in Baker’s hierarchy lead Newmeyer to conclude 
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that this model of parametric choice has to be abandoned, and that language-
particular differences are to be captured by differences in language-particular 
rules. In his view, parameters would therefore ultimately amount to (particu-
lar) rules (see section 2.3).

In Roberts and Holmberg (2005, 2010) it is claimed, however, that the em-
pirical problems noted by Newmeyer do not question the concept of the pa-
rameter hierarchy itself, but can be reduced to just difficulties of formulation. 
What is needed, they claim, is a more fine-grained idea of parameter, as well as 
more structured parameter systems. As the authors put it, what should be 
aimed at is “a theory of parameters which places substantive restrictions on 
their form and function while maintaining their descriptive power” (Roberts 
and Holmberg 2010: 32).

Such a theory is aimed at in the work by Longobardi and his collaborators on 
“parameter schemata” (Longobardi 2005, Gianollo, Guardiano, and Longobardi 
2008). As in Baker (2001), these authors explore the widespread interdepen-
dence amongst parameters (i.e., the existence of parametric grids), and conclude 
that these grids can be reduced to a short list of general schemata. Longobardi 
(2005) proposes that there exist four abstract schemata, which are reproduced 
in (19), restricting the form of possible parameters:

(19) a. Is F, F a functional feature, grammaticalized?
b. Is F, F a grammaticalized feature, checked by X, X a lexical category?
c. Is F, F a grammaticalized feature, spread on Y, Y a lexical category?
d. Is F, F a grammaticalized feature checked by X, strong (i.e., does it 

overtly attract X)?

As Longobardi tells us, the question in (19a) is meant to capture the fact that 
a particular feature must occur in a certain structure in some languages, but 
not in others; (19b) asks whether a feature acts as a probe searching for a goal 
(in Chomsky’s 2001 terminology); (19c) asks if a feature which is interpreted 
in a certain structural position has uninterpretable counterparts in other cat-
egories which depend on it for valuation; and (19d) asks whether the depend-
ency in (19b) involves overt movement of X, or not.21

If this approach is on the right track, Longobardi goes on arguing, we no 
longer need to suppose that UG provides specific parameters, but only a lim-
ited number of parameter schemata, “which combine with the appropriate 
elements of the lexicon (features and categories) under the relevant triggers in 
the primary data to both yield the necessary parameters and set their value 
for each language” (Longobardi 2005: 412). The view in Longobardi (2005) on 
the content of UG is represented in (20) (his (8)):

(20) Principles & Schemata model: UG = principles and parameter sche-
mata. Parameter schemata at S0, closed parameters at SS
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A restrictive theory of parameter hierarchies (or networks) is also developed, 
on different grounds, in Roberts and Holmberg (2010) and Roberts (2012). 
Roberts (2012), in particular, building on the insights in Roberts and Holm-
berg (2010), takes on the idea that micro- and macroparameters are both nec-
essary and should be combined (see section  2.3). His proposal is that the 
restrictions on variability and on the form of parameters, as well as on the set 
of possible grammars, should be preserved, as claimed by microparametric 
analyses. Nevertheless, at the same time, the number of parameters should be 
reduced on a principled basis, as aimed for by macroparametric work. To do 
so, a new conception of macro- (and micro)parameters is presented: macropa-
rameters can be viewed as the result of a group of functional heads being spec-
ified for the same properties. Macroparameters are thus considered as the 
result of aggregates of microparameters which act as a single one giving rise to 
parameter hierarchies.

Parameter hierarchies are set up in relation to different axes of variation 
(word order, null arguments, word structure . . . ). Macroparameters sit at the 
top of the hierarchy and systems become more marked as we move down, to 
microparameters: “The options move from subsets of the set of formal fea-
tures F to singleton features of heads f∈F, to increasingly context-sensitive 
environments, ultimately perhaps to single lexical items” (Roberts 2012: 321). 
As an example, let us take Roberts’ hierarchy of word order, which is repre-
sented as in (21):

(21)  Is the head-�nal feature present on all heads?

Yes: head-�nal (a) No: present on no heads?

Y: head-initial (b) N: present on [+V] categories?

Y: head-�nal in N: present on….

the clause only (c)

(from Roberts 2012: 321)

In the hierarchy in (21), (harmonically) head-final languages such as Japanese 
and Korean occupy the top left branch (a), while the right branch covers (har-
monically) head-initial languages like Celtic and Romance (b).The lower 
branch features languages like German and Dutch, which are basically head-
initial but show head-final TP, vP, and VP. The most embedded (right) branch 
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is the one that subdivides in increasingly specific microparameters which 
behave in a more marked and differentiated fashion.

One crucial point in this approach, as already mentioned in section 2.3, is 
that this behavior of parameters is determined by learning strategies: param-
eter hierarchies are understood as defining learning paths with the higher op-
tions being computationally less complex and thus chosen by learners unless 
data indicate otherwise. In this way, language acquisition is conceived as 
moving down the hierarchies, from a more simple to the next-most-complex 
stage until there is no disconfirming Primary Linguistic Data (PLD). Marked-
ness conditions would then be of the form of the Generalization of the Input 
Condition in (17) above, repeated in (22)22:

(22) Generalization of the Input
If acquirers assign a marked value to H, they will assign the same value 
to all comparable heads.

The degree of specificity of both the grammatical categories and the grammat-
ical operations involved in a parameter also determine its position in the hier-
archy: the more specific, the more complex and hence the more 
microparametric. Micro- versus macroparametric differences thus derive 
from this notion of markedness, which is claimed to be formulated in terms of 
third-factor properties in the sense of Chomsky (2005). Roberts therefore 
concludes that “the form of parameters is thus not specified by UG, but is an 
emergent property of the interaction of UG, the acquirer and the data. In this 
way, parametric variation in fact arises from all three of the factors Chomsky 
(2005) discusses as contributing to language design: UG (underspecification), 
PLD, and the computational conservatism of the learner, which underlies [the 
Generalization of the Input]” (Roberts 2012: 334).

Roberts (this volume) works out the conception of macro- and micropa-
rameters and their combination by means of parameter hierarchies sketched 
in Roberts and Holmberg (2010) and Roberts (2012), now focusing on the 
nature of the features governing parametric variation. He speculates on this 
point that only N and V features are universal and only N is invariant, and 
further suggests that formal features associated with phase heads (being left 
underspecified by UG) are all subject to variation. The issue of parameter hier-
archies is also addressed in this volume in the paper by Boeckx, who shares the 
idea that learning tendencies, such as the Generalization of the Input in (21), 
play a central role in deriving the harmonic patterns observed in (at least 
some) macroparameters (see section 2.3). Boeckx’s vision on parameter hier-
archies departs from the one in Roberts and Holmberg (2010) and Roberts 
(2012), however, in that he takes the aggregation of microparameters to result 
in the emergence of parameter hierarchies in a bottom-up fashion, whereas 
Roberts and Holmberg seem to think that learning paths go the other way 
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round, with the learner moving down the hierarchies in the process of lan-
guage acquisition (see above).

2.5. Conclusions

In this section, we have reviewed a number of debated topics within the Para-
metric Theory of syntactic variation: (a) Are parameters (and their values) pro-
vided by UG, or should they be better viewed as emergent properties of 
grammars arising from points of underspecification instead?; (b) which is the 
locus of parametrization?, can parameters be entirely confined, in particular, 
to the externalization process holding at the syntax-PF interface?; (c) do the 
clustering effects that have been associated to certain parameters actually 
hold across languages?; (d) do (macro)parameters exist alongside micropa-
rameters, or can (macro)parametric differences between languages be ulti-
mately reduced to microparametric ones?; and (e) are there parameter 
hierarchies?, and if this is the case, which is their form and source?

As can be deduced from our discussion, all these questions are still waiting 
for a definite answer. Against this background, the aim of the present volume 
is to offer a representative sample of current theorizing and work on parame-
ters that thoroughly address some (or all) of the aforementioned topics.

The rest of this introduction summarizes the general ideas and specific pro-
posals of the papers included in the volume, which is organized into two parts 
according to their main orientation and goals: Part I, The nature of variation 
and parameters, and Part II, Parameters in the analysis of language variation: 
Case studies.

3. THE NATURE OF VARIATION AND PARAMETERS

Part I in this volume brings together those papers whose main objective is to 
discuss global issues related to parameters (or variation more generally). It 
begins with the work by Adger, which deals with the nature of variation in a 
broad sense, asking, in particular, whether a categorical theory of syntax is 
compatible with apparently probabilistic distributions of variation in the syn-
tactic data within a single speaker’s grammar. The central question in this 
paper is thus how generative syntactic theory can model intrapersonal varia-
bility. Adger argues at this respect that current minimalist theorizing is com-
patible with (some kinds of) grammatical intrapersonal variability if this is 
taken to derive from the way that interpretable and uninterpretable features 
combine.

To support this view, examples are analyzed of certain varieties of English 
which involve agreement systems (inflection), choice of functional elements 
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(relative clauses, do support), and word order, illustrating cases where opera-
tions of agreement, movement, and deletion give rise to different options 
available to the same speaker (in the same utterance). These cases pose a prob-
lem for what is called Variation in Exponence view, which lies at the heart of a 
variationist sociolinguistic approach: that is, how to determine the equiva-
lence between two syntactic forms and a single semantic interpretation (the 
question of whether there are synonyms in human languages). Within the 
Combinatorial Variability model proposed by Adger, it is expected that varia-
tion within a single grammar is possible just in the context of feature checking 
operations (such as agreement); that is, only when uninterpretable features 
are involved. The reason for this claim is that the presence of uninterpretable 
features does not impact on the semantic interpretation. Therefore, in Adger’s 
words, “a choice of lexical items A and B will be available to agree with C when 
either of A or B bear uninterpretable features that can match with C, but are 
distinct from each other.” The grammar then produces a “Pool of Variants,” 
each of which is a distinct feature complex with the same semantic interpreta-
tion and different phonological forms. In this model, the systems of use are 
conceived as a choice function on the pool of variants, given a context of ut-
terance. This function is sensitive to phonology, sociolinguistic connotations, 
and also to frequency with respect to the speaker, as well as to preferences of 
particular speakers for particular words.

Boeckx’s paper starts with an overview of the problems posed by the clas-
sical notion of parameter put forth in Chomsky (1981), and the more recent 
proposals, inspired in Borer (1984), restricting the notion of variation to lex-
ical parameters. It is then argued against what the author dubs “constructive 
parameters,” such as Snyder’s Compounding Parameter and “syntactic param-
eters” such as Baker’s Polysynthesis or Direction of Agreement Parameters: 
all of them fail to hold once we look at a wide range of languages. Boeckx 
considers that the ultimate aim of all those proposals is mainly to capture 
results from typological research (what he calls Greenberg’s problem) rather 
than to determine the possibilities open in order to successfully acquire a spe-
cific language, which is closer to Plato’s problem, the real focus of biolinguistic 
inquiry.

Based on Boeckx (2011), in order to account for described “cascade” or clus-
tering effects associated to (sub)parameters and parameter hierarchies, a 
“Strong Uniformity Thesis” (SUT) (see (11) in section 2.2) is further proposed, 
which eliminates any parametrization of syntax and restricts linguistic diver-
sity to the processes of externalization. Under SUT, parameters are points of 
variation that should be confined to the margins of narrow syntax, that is, to 
the morphophonological component. Two facts constitute the point of depar-
ture of the reasoning: (i) structures generated by (universal) syntax have to be 
externalized and (ii) this is done with the tools provided by morphophonol-
ogy. It is the combination of (i) and (ii) that results in a pool of variants 
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available to language learners. Parameters are thus reformulated in terms of 
realizational properties, and parametric values are defined as “constructional 
idioms.” Within this framework, the learning mechanism consists of “con-
structing one’s own native (grammatical) vocabulary.”

Boeckx further builds on Fasanella and Fortuny’s (this volume) basic di-
mensions of variation—the bound/unbound distinction (phonological de-
pendence) and the analytic/synthetic distinction (morphological 
complexity)—but reduces the four logical possibilities of the typology ob-
tained to three, since the bound/unbound distinction only applies to analyti-
cal elements. This asymmetrical typology is then compared with known 
parametric hierarchies to conclude that the language faculty favors the align-
ment of parametric values for related parameters. Rather than by principles 
this is done by means of a bias, the “Superset Bias” (SB) (see (18) in sec-
tion 2.3). SB shares with Roberts and Holmberg’s Generalization of the Input 
(see (22)) the possibility to predict more macro-patterns of variation than a 
purely microparametric approach, but a bias does this while allowing for ex-
ceptions. Boeckx finally argues that SB can be conceived as a third-factor prin-
ciple (Chomsky 2005), a regularization bias that, in his words, is “a principle 
of (self)organization that does not require pre-specification to give rise to 
macroscopic patterns.” From classical parameters and the switchboard meta-
phor Boeckx proposes to move towards a “pointillist painting” conception of 
variation, “one that takes variation to be patterned, but not pre-patterned.”

The paper by Fasanella and Fortuny (F&F) explores the relation between 
parametric theory and learnability conditions. F&F critically review a repre-
sentative selection of macro- and microparametric proposals in order to show 
that they do not satisfy certain intuitive learnability conditions, thus failing 
to account for Plato’s problem. Regarding macroparameters (e.g., Baker’s Poly-
synthesis Parameter), F&F argue that, though they are elegant in systematiz-
ing linguistic variation, they fail as formal models for language acquisition 
since they exhibit what these authors call the Locality Problem: they are de-
fined on the basis of highly general properties which are scattered and spread 
across different components and constructions of the language so that, to fix 
their value, learners have to analyze data globally. This is highly implausible as 
a learnability condition. Rather, parameters should be atomic, they cannot be 
clusters of properties (Atomicity Condition). Microparametric schemata, such 
as Roberts and Holmberg’s (2010) approach to the Null Subject Parameter, are 
more plausible as expressions of efficient learnability conditions, but accord-
ing to F&F, they often rely on highly abstract syntactic notions (probe-goal, 
Agree, and so on), facing the so-called Linking Problem: parameters are de-
fined over abstract linguistic entities, and the child must face the task of link-
ing these abstract mental representations to physical properties of the speech 
signal. Though microparameters satisfy the Atomicity Condition, they fail to 
satisfy the Accessibility Condition. A third problem, affecting both macro- and 


