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Preface 

Longitudinal investigations are crucial to the study of development and 

change. In particular, intraindividual change can be depicted only via 

repeated observations. T o many social scientists, the statistical analysis of 

repeated measurement data is a challenge because of problems with 

dependent measures , loss of subjects, availability of computer expertise, 

or sample size. In many instances, researchers have problems matching 

substantive questions and statistical methods . 

In the methodological l i terature, considerable progress has been made 

in the discussion of methods for handling longitudinal data . This progress 

has remained unnoticed by many, and teaching as well as application of 

statistical methods has not benefitted from the advances in methodology. 

In other words, there is a gap between the state of the art of 

methodology and the application of statistics. It is the main goal of these 

volumes to narrow this gap. 

To illustrate the progress that has been made in the development of 

statistical methodology, each chapter presents new aspects of methodol-

ogy or statistics. H e r e , the at tr ibute " n e w " applies to all facets of the 

methods for analysis of longitudinal data . For instance, " n e w " can mean 

that methods well-known in certain fields of application are applied to a 

problem from another field for the first t ime; it can mean that problems 

with the application of a software package are identified for the first t ime; 

it can mean that a statistical method is further developed to accommod-

ate an extended range of application; it can mean that characteristics of a 

method are outlined for the first t ime, so that applicants have a clearer 

picture of when best to apply this method; it can mean that well-known 

problems are expressed in terms never used before to express them, so 

that the researcher has a language available that helps structure problem 

xi 
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specification. All chapters in these volumes contribute something new in 

this sense. None is merely a write-up of a well-known approach. 

A second goal of these volumes concerns the application of the new 

methods. Reasons for the wide gap between the results obtained in the 

development of statistical methods and their application in empirical 

research include the lack of computer software and the lack of instruc-

tions on how to use available software in applying new methods . This 

book emphasizes computational statistics. Each chapter that explicitly 

discusses statistical methods and their application contains instructions 

and examples of how to use a particular program or identifies available 

programs. In addition, a companion book by Rovine and von Eye will be 

published by Academic Press in which examples of program applications 

are detailed. 

The targeted readership of these books includes students of develop-

ment and change. The books are not oriented toward a particular 

discipline. Rather , the scope is broad enough to include researchers from 

all empirical sciences, including the social sciences, economics, biology, 

or medicine. 

The volumes contain 16 chapters , grouped in four sections. This 

volume contains Sections 1 and 2, and Volume II contains Sections 3 and 

4. The first section covers problems of general interest. It begins with a 

discussion of change processes (Burr and Nesselroade) . H e r e , central 

terms are explicated, and general problems are specified. The second 

chapter discusses the problem of missing data , which is almost ubiquitous 

in longitudinal research in the social sciences (Rovine and Delaney) . 

Approaches to repeated measurement analysis of variance with covari-

ates are discussed in tandem with problems of the application of 

commercial software in Chapter 3 (Games) . 

The second section includes chapters on the structuring of change. It 

begins with a chapter on longitudinal factor analysis (Tisak and Mere-

dith). This approach has only recently been " rede tec ted , " drawing 

renewed attention from both methodologists and applicants. An ap-

proach that has changed the perspectives in the domain of longitudinal 

research is structural equation modeling. The next chapter covers this 

approach (McArdle and Aber ) . Rarely applied in present longitudinal 

research, but nevertheless promising, are methods of scaling. The chapter 

by Wood introduces readers to this methodology. 

Volume II begins with the third section, which covers the analysis of 

time series. It opens with a discussion of event history analysis (Peter-

sen), a method that , thus far, has found most application in sociology but 
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is of great interest to other fields as well. The next chapter treats growth 

curve analysis (Thissen and Bock) , adopting the perspective of mathe-

matical modeling of observed processes. The following chapter , by 

Larsen, covers spectral analysis. It presents methods of decomposing 

time series into elementary functions, tr igonometric functions in this 

case. Each of these functions can be interpreted in terms of assumed 

processes. The fourth chapter in this section discusses t ime series analysis 

within the Box and Jenkins framework (Schmitz), including sections on 

multivariate analysis. The last chapter of this section introduces the 

reader to methods of segmenting multivariate response curves within the 

framework of the general linear model (Tisak and Meredi th) . In 

recognition of the contribution of Ledyard R Tucker to this methodol-

ogy, the authors use the term the term "tuckerizing curves ." 

The fourth section discusses developments in the analysis of repeatedly 

observed categorical data. It begins with a new approach to formulating 

longitudinal models for log-linear modeling (Clogg, Eliason, and Grego) . 

The authors adopt the design matrix approach to specifying longitudinal 

models. Closely related to log-linear modeling is latent class analysis. 

This approach is covered in the second chapter of this section by 

Rindskopf, which includes a section on how to use IMSL programs to do 

parameter estimations. In the third chapter , Erdfelder covers finite 

mixture distributions. This approach allows one to test assumptions 

concerning univariate as well as multivariate discrete or continuous 

distributions. Custom-tailored hypothesis testing in contingency tables 

can be done with prediction analysis (Szabat) , as shown in the fourth 

chapter, which includes sections describing characteristics of the statisti-

cal tests applied to evaluate the model . The final chapter discusses 

exploratory configural frequency analysis (von Eye) . This method allows 

one to test cellwise whether assumptions concerning longitudinal proc-

esses are fulfilled. 

I am indebted to a plethora of individuals who supported this work. 

Viewed from a longitudinal perspective, I would like first to thank J. R. 

Nesselroade, who encouraged me and helped me to get started. I also 

would like to thank Academic Press, and in particular Klaus Peters , who 

was very interested and supportive. Many friends supported this en-

terprise by reviewing chapters: Constance Jones , Gustav A . Lienert , Jack 

McArdle , John Nesselroade, Mike Rovine, Holger Wessels, and Phil 

Wood. I thank them for their efforts and their wisdom. For her 

invaluable secretarial support , I wish to thank Nancy Cole. I am deeply 

indebted to the authors who contributed outstanding chapters , often 
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under adverse conditions: O n e author ' s computer exploded while he 

suffered through the drafting process in Hawaii , but he nevertheless 

submitted a very impressive paper . All authors responded in a very 

professional way to requests for revisions. Some authors ' pat ience was 

tried because other authors needed time to complete their chapters . I 

thank them all very much. Without their efforts, these volumes would not 

have been possible. Most of all, I would like to thank Dona ta , Maxine, 

Valerie, and Julian, who provide the right context and a longitudinal 

perspective for mutual development in our family. 

Alexander von Eye 
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Analyzing Event 
Chapter 7 Histories* 

TROND PETERSEN 

Walter A. Haas School of Business 

University of California, Berkeley 

Berkeley, California 

Abstract 

Event histories are generated by so-called failure t ime processes and take 

this form. The dependent variable—for example , some social state—is 

discrete or continuous. Over t ime it evolves as follows. For finite periods 

of time (that is, from one calendar date to another) it stays constant at a 

given value. A t a later da te , which is a random variable, the dependent 

variable jumps to a new value. The process evolves in this manner from 

the calendar da te , when one change occurs, to a later da te , when another 

change occurs. Between the dates of the changes, the dependent 

variables stays constant. 

Data on such processes typically contain information about (a) the date 

a sample member entered a social s tate, (b) the date the state later was 

left, if left, and (c) the value of the next state entered , and so on. 

In the analysis of such data the foci are on what determines the amount 

of time spent in each state and on what determines the value of the next 

state entered. This chapter describes how one can use continuous-time 

* This chapter was commissioned by the National Institute of Consumer Research in 

Norway, who provided support for the research. I also acknowledge gratefully the financial 

support from the National Institute of Aging, Grant # A G 0 4 3 6 7 . I am grateful to Jim Duke 

and Karl Eschbach for research assistance, and I thank the editor, Alexander von Eye , for 

editorial comments. 
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