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Explorations of Knowledge-Seeking by Questioning

Socratic Epistemology challenges most current work in epistemol-
ogy—which deals with the evaluation and justification of information
already acquired—by discussing instead the more important problem
of how knowledge is acquired in the first place.

Jaakko Hintikka’s model of information-seeking is the old Socratic
method of questioning, which has been generalized and brought up
to date through the logical theory of questions and answers that he
has developed. Hintikka argues that the quest by philosophers for a
definition of knowledge is ill-conceived and that the entire notion of
knowledge should be replaced by the concept of information. And
he further offers an analysis of the different meanings of the concept
of information and of their interrelations. The result is a new and
illuminating approach to the field of epistemology.

Jaakko Hintikka is an internationally renowned philosopher known
as the principal architect of game-theoretical semantics and of the
interrogative approach to inquiry, and as one of the architects of
distributive normal forms, possible-worlds semantics, tree methods,
infinitely deep logics, and present-day-theory of inductive generaliza-
tion. Now a professor of philosophy at Boston University, he is the
author of more than thirty books and has received a number of hon-
ors, most recently the Rolf Schock Prize for Logic and Philosophy, for
his pioneering contributions to logical analysis for modal concepts, in
particular the concepts of knowledge and belief.
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Introduction

If Thomas Kuhn had not sworn to me a long time ago that he would never
again use the p-word, I would have been tempted to introduce my viewpoint
in this volume by saying that contemporary epistemology draws its inspira-
tion from an incorrect paradigm that I am trying to overthrow. Or, since the
individuation of paradigms is notoriously difficult, I might have said instead
that our present-day theory of knowledge rests on a number of misguided and
misguiding paradigms. One of them is in any case a defensive stance concern-
ing the task of epistemology. This stance used to be expressed by speaking of
contexts of discovery and contexts of justification. The former were thought
of as being inaccessible to rational epistemological and logical analysis. For
no rules can be given for genuine discoveries, it was alleged. Only contexts
of justification can be subjects of epistemological theorizing. There cannot be
any logic of discovery, as the sometime slogan epitomized this stance—or is
it a paradigm? Admittedly, in the last few decades, sundry “friends of dis-
covery” have cropped up in different parts of epistemology. (See, for example,
Kleiner 1993.) However, the overwhelming bulk of serious systematic theoriz-
ing in epistemology pertains to the justification of the information we already
have, not to the discovery of new knowledge. The recent theories of “belief
revision”—that is, of how to modify our beliefs in view of new evidence—do
not change this situation essentially, for they do not take into account how that
new evidence has been obtained, nor do they tell us how still further evidence
could be obtained.

The contrast between contexts of discovery and contexts of justification
originated from the philosophy of science rather than from the traditional
theory of knowledge. In the received epistemology, the same preoccupation
with justification appears in the form of questions concerning the concept of
knowledge, especially its definition, as well in the form of sundry theories of
confirmation or other kinds of justification.

Furthermore, the same defensive, not to say insecure, attitude pervades the
epistemology of the deductive sciences. It has even distorted the terminology
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2 Introduction

of contemporary logic. For instance, what does a so-called rule of inference
have to do with the actual drawing of inferences? If you are given twenty-one
potential premises, do the “rules of inference” tell you which conclusions you
should draw from them? What conclusions a rational person would draw? To
what conclusions would “the laws of thought” lead you from these premises?
Or, descriptively, what conclusions do people usually draw from them? The
right answer is: None of the above. Logic texts’ “rules of inference” only tell
you which inferences you may draw from the given premises without making a
mistake. They are not rules either in the descriptive sense or in the prescriptive
sense. They are merely permissive. They are guidelines for avoiding fallacies.
Recently, some philosophers have been talking about “virtue epistemology.”
But in practice, the virtues that most epistemologists admire in this day and
age are in fact Victorian rather than Greek. They are not concerned with true
epistemological virtue in the sense of epistemological excellence, but only with
how not to commit logical sins, how, so to speak, to preserve one’s logical or
epistemological virtue. Logical excellence—virtue in the sense that is the first
cousin of virtuosity—means being able to draw informative conclusions, not
just safe ones.

One main thrust of the results presented in this volume is that this defensive
picture of the prospects of epistemology is not only inaccurate but radically dis-
torted. A logic of discovery is possible because it is already actual. There exists
a logic of pure discovery, a logic that is not so-called by courtesy, but a logic that
is little more than the good old deductive logic viewed strategically. In contrast,
there does not exist, and there cannot exist, a fully self-contained theory of
justification independent of theories of discovery. If this change of viewpoint
is not a “paradigm shift” in the Kuhnian sense, it is hard to see what could be.

But paradigm shifts are not implemented simply by deciding to do so, by
merely shaking the kaleidoscope, so to speak, even though some seem to think
so. In actual science, they require a genuinely new theory or a new method.
In the case of the present volume, the “new” method is in a sense as old
as Western epistemology. I am construing knowledge acquisition as a pro-
cess of questioning, not unlike the Socratic elenchus. I have been impressed
by Socrates’ method as strongly as was Plato, who turned it into a univer-
sal method of philosophical argumentation and philosophical training in the
form of the questioning games practiced in his Academy. They were in turn
systematized and theorized about by Aristotle, who thought of the questioning
processes among other uses as the method of reaching the first premises of the
different sciences. (See Hintikka 1996.)

In a sense, even the main formal difference between Plato’s dialogical games
and my interrogative ones had already been introduced by Aristotle. He was
as competitive as the next Greek, and hence was keenly interested in winning
his questioning games. Now any competent trial lawyer knows what the most
important feature of successful cross-examination is: being able to predict
witnesses’ answers. Aristotle quickly discovered that certain answers were



Introduction 3

indeed perfectly predictable. In our terminology, they are the answers that
are logically implied by the witness’ earlier responses. By studying such pre-
dictable answers in their own right in relation to their antecedents, Aristotle
became the founder of deductive logic. Since such predictable answers are
independent of the answerer, they can be considered ad argumentum—that is
to say, by reference to the structure of the argument only. They might even be
provided by the questioner rather than by an actual answerer. Hence, in my
interrogative model, logical inference steps are separated from interrogative
steps and are thought of as being carried out by the inquirer. It is historically
noteworthy, however, that Aristotle still thought of the entire epistemologi-
cal process, including deductive inferences, as being performed in the form of
question-answer dialogues. (For the interrogative approach to epistemology,
see Hintikka 1999.)

The general applicability of the interrogative model admits of a kind of tran-
scendental deduction. This argument is sketched in the essay “Abduction—
Inference, Conjecture, or an Answer to a Question?” (Chapter 2 in this vol-
ume). The format of the argument is simple. Let us assume that each step in an
inquiry allows for rational evaluation. If so, for each step that introduces new
information into the argument, it must be specified where that novel infor-
mation comes from. Furthermore, it must be known what other responses the
same source of information might have provided, and if so, with what prob-
abilities, what other “oracles” the inquirer could have consulted, what their
responses might have been, and so on. But if all of this is known, we might
as well consider the new information as a reply or an answer to a question
addressed to a source of information—that is to a source of answers. It can
also be argued that the role of questions in the interrogative model is closely
similar to the role of abduction according to C. S. Peirce, even though abduc-
tion has been repeatedly and misleadingly considered as inference to the best
explanation.

An important aspect of this general applicability of the interrogative model
is its ability to handle uncertain answers–that is, answers that may be false.
The model can be extended to this case simply by allowing the inquirer to
tentatively disregard (“bracket”) answers that are dubious. The decision as
to when the inquirer should do so is understood as a strategic problem, not
as a part of the definition of the questioning game. Of course, all the subse-
quent answers that depend on the bracketed one must then also be bracketed,
together with their logical consequences. Equally obviously, further inquiry
might lead the inquirer to reinstate (“unbracket”) a previously bracketed
answer. This means thinking of interrogative inquiry as a self-corrective pro-
cess. It likewise means considering discovery and justification as aspects of one
and the same process. This is certainly in keeping with scientific and episte-
mological practice. There is no reason to think that the interrogative model
does not offer a framework also for the study of this self-correcting character
of inquiry.
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From this, it follows that much of the methodology of epistemology and of
the methodology of science will be tantamount to the strategic principles of
bracketing. From this, it is in turn seen that a study of uncertain answers is
an enormously complicated enterprise, difficult to achieve an overview of. It
nevertheless promises useful insights. A sense of this usefulness of the inter-
rogative model in dealing with the problems of methodology and inference
can perhaps be obtained by considering suitable special problems of inde-
pendent interest. The two brief essays, “A Fallacious Fallacy” and “Omitting
Data—Ethical or Strategic Problem” (Chapters 9 and 10), illustrate this pur-
pose. The former deals with the so-called conjunctive fallacy. This allegedly
mistaken but apparently hardwired mode of human probabilistic reasoning
is a prize specimen in the famous theory of cognitive fallacies proposed by
Amos Tversky and Daniel Kahneman. The interrogative viewpoint helps to
show that this would-be fallacy is in reality not fallacious at all, but instead
reveals a subtle problem in the Bayesian approach to probabilistic reasoning.
This result cries out for more discussion than can be devoted to the problem
of cognitive fallacies here. Are the other Tversky and Kahneman “fallacies”
perhaps equally dubious?

Omitting observational or experimental data is often considered a serious
breach of the ethics of science. In the second brief essay just mentioned, it is
pointed out, as is indeed fairly obvious from the interrogative point of view,
that such a view is utterly simplistic. Even though data are sometimes omitted
for fraudulent purposes, there is per se nothing ethically or methodologically
wrong about omitting data. Such a procedure can even be required by optimal
strategies of reasoning, depending on circumstances.

But if the basic idea of the interrogative approach to inquiry is this simple
and this old, it might seem unlikely that any new insights could be reached by
its means. Surely its interest has been exhausted long ago, one might expect to
find. The interrogative approach has in fact been used repeatedly in the course
of the history of Western philosophy, for instance in the form of the medieval
obligationes games and in the guise of the “Logic of questions and answers”
in which R. G. Collingwood saw the gist of the historical method. However,
Collingwood’s phrase (taken over later by Hans-Georg Gadamer) indirectly
shows why the elenchus idea has not generated full-fledged epistemological
theories. Collingwood’s “logic” cannot be so-called by the standards of con-
temporary logical theory. In the absence of a satisfactory grasp of the logical
behavior of questions and answers, the idea of “inquiry as inquiry” could not
serve as a basis of successful epistemological theorizing. Such a grasp has only
been reached in the last several years. Admittedly, there have been much
earlier attempts at a logic of questions and answers, also known as “erotetic
logic.” But they did not provide satisfactory accounts of the most important
questions concerning questions, such as the questions about the relation of a
question to its conclusive (desired, intended) answers, about the logical form
of different kinds of questions, about their presuppositions, and so on. One
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might be tempted to blame these relative failures to a neglect of the epistemic
character of questions. For in some fairly obvious sense, a direct question is
nothing more and nothing less than a request for information, a request by the
questioner to be put into a certain epistemic state. Indeed, the specification
of this epistemic state, known as the desideratum of the question in question,
is the central notion in much of the theory of questions and answers, largely
because it captures much of the essentially (discursive) notions of question
and answer in terms of ordinary epistemic logic.

But the time was not yet ripe for an interrogative theory of inquiry. As is
pointed out in “Second-Generation Epistemic Logic and its General Signifi-
cance” (Chapter 3), initially modern epistemic logic was not up to the task of
providing a general theory of questions and answers. It provided an excellent
account of the presuppositions and conclusiveness conditions of simple wh-
questions (who, what, where, etc.) and propositional questions, but not of more
complicated questions, for instance of experimental questions concerning the
dependence of a variable on another. However, I discovered that they could
reach the desired generality by indicating explicitly that a logical operator (or
some other kind of notion) was independent of another one. Technically con-
sidered, it was game-theoretical semantics that first offered to logicians and
logical analysts a tool for handling this crucial notion of independence in the
form of informational independence. These developments form the plot of
Chapter 3.

The interrogative model helps to extend the basic concepts and insights con-
cerning questions to inquiry in general. Some of these insights are examined
in the essay “Presuppositions and Other Limitations of Inquiry” (Chapter 4).
They even turn out to throw light on the earlier history of questioning meth-
ods, including Socrates’ ironic claim to ignorance and Collingwood’s alleged
notion of ultimate presupposition.

Even more radical conclusions ensue from an analysis of the “presupposi-
tions of answers,” which are known as conclusiveness conditions on answers.
They can be said to define the relation of a question to its conclusive answers.
They are dealt with in the essay “The place of the a priori in epistemology”
(Chapter 5). It quickly turns out that the conclusiveness conditions on answers
to purely empirical questions have conceptual and hence a priori components.
Roughly speaking, the questioner must know, or must be brought to know,
what it is that the given reply refers to. For a paradigmatic example, nature’s
response to an experimental question concerning the dependence of a vari-
able on another can be thought of as a function-in-extension—in other words,
as something like a curve on graph paper. But such a reply truly answers the
dependence question only if the experimental inquirer comes to know what the
function is that governs the dependence between variables—in other (mathe-
matical) words, which function the curve represents. Without such knowledge,
the experimental question has not been fully answered. But this collateral
knowledge is not empirical, but mathematical. Hence, a priori mathematical
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knowledge is an indispensable ingredient even of a purely experimental sci-
ence. Among other consequences, this result should close for good the spurious
issue of the (in)dispensability of mathematics in science.

Since experimental questions are a typical vehicle of inductive inquiry, the
entire problem of induction assumes a new complexion. Inductive reasoning
has not just one aim, but two. It aims not only at the “empirical generalization”
codified in a function-in-extension or in a curve, however accurate, but also at
the mathematical identification of this curve. In practice, these two aims are
pursued in tandem. Their interplay is not dealt with in traditional accounts of
induction, even though its role is very real. For instance, if the mathematical
form of the dependence-codifying function is known, an inductive inference
reduces to the task of estimating the parameters characterizing the function
in question. This explains the prevalence of such estimation in actual scientific
inquiry.

In another kind of case, the task of identifying the mathematical function
in question has already been accomplished within the limits of observational
accuracy for several intervals of argument values. Their induction becomes
the task of combining several partial generalizations (and reconciling them as
special cases of a wider generalization). This kind of induction turns out to
have been the dominating sense of inductio and epagoge in earlier discussions,
including the use of such terms by Aristotle and by Newton. (See Hintikka
1993.)

Thus, conclusiveness conditions are seen to play a pivotal role in the epis-
temology of questioning. They are also a key to the logic of knowledge. They
express wh-knowledge (knowing who, what, where, etc.) as distinguished from
knowing that, and show how the former construction can be expressed in terms
of the latter. However, from this expressibility it does not follow that the truth
conditions of expressions such as knowing who also reduce to those govern-
ing knowing that. They do not. The underlying reason is that the measuring
of quantifiers depends on the criteria of identification between different epis-
temically relevant scenarios (possible worlds, possible occasions of use) as
distinguished from criteria of reference. For this reason, we have to distin-
guish an identification system from a reference system in the full semantics of
any one language, be it a formal language or our actual working language—
called by Tarski “colloquial language.” I have argued for the vital importance
of this distinction in numerous essays, some of which are reprinted in Hintikka
(1999).

The unavoidability of this distinction is highlighted by the intriguing fact that
in our actual logico-linguistic practice, we are using two different identification
systems in a partnership with one and the same reference system all the time.
This dichotomy means a dichotomy between two kinds of quantifiers, public
and perspectival ones.

This dichotomy and its expressions in formal and natural languages have
been explained in my earlier papers. However, what has not been fully spelled
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out is the even more intriguing fact that the two identification systems are
manifested neuroscientifically as two cognitive systems. This insight is spelled
out and discussed in the essay (written jointly with John Symons, Chapter 6
of this volume) entitled “Systems of Visual Identification and Neuroscience:
Lessons from Epistemic Logic” in the case of visual cognition. These two
systems are sometimes known as the what system and the where system. It
is known from neuroscience that they are different not only functionally but
anatomically. They are implemented in two different areas of the brain with
different pathways leading to them from the eye. Symons and I point out the
conceptual distinction that manifests itself as the difference between the two
cognitive systems and the consequences of this insight for neuroscience.

This opens up an unexpected and unexpectedly concrete field for logical
and epistemological analysis. An epistemologist can tell, for instance, what
was conceptually speaking wrong with Oliver Sacks’s “Man Who Mistook His
Wife for a Hat.” (Sacks 1985.) Such possibilities of conceptual clarification are
not restricted to systems of visual cognition and their disturbances, but occur
mutatis mutandis in the phenomena of memory, and might very well be offered
also by such phenomena as dyslexia and autism.

The most important aspects of epistemology illuminated by the interroga-
tive model are likely to be the strategic ones. Considering inquiry as a question-
answer sequence enables us to theorize about entire processes of inquiry,
including strategies and tactics of questioning, not only about what to do
in some one given situation. Aristotle already had a keen eye on the tac-
tics of questioning. The strategic viewpoint can be dramatized by considering
interrogative inquiry as a game. However, an explicit use of game-theoretical
concepts and conceptualizations is not necessary for most of the philosoph-
ical conclusions, even though it can be most instructive for the purpose of
conceptual analysis.

In fact, in many goal-directed processes, including the strategic games con-
sidered in the mathematical theory of games, one can distinguish the definitory
rules of the game from its strategic rules or strategic principles. The former
define a game, by specifying what is permissible in it—for example, what are
the legitimate moves of chess. Such rules do not by themselves tell a player
anything about what he or she (or it, if the player is a computer) should do in
order to play well, to increase one’s chances of reaching the goal. Such advice is
what the strategic rules of a game provide to a player. We can thus express the
earlier point concerning the merely permissive character of the so-called rules
of inference of logic by saying that such rules are merely definitory, serving to
specify what is permitted in the “game” of deduction.

Another point that can be made here is that even though one can distinguish
in interrogative games definitory rules governing deductive “moves” from
definitory rules governing question-answer steps, in the strategic rules of such
games one cannot likewise consider deductive rules and interrogative rules
apart from each other.
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As has been to some extent spelled out in my earlier work (largely col-
lected in Hintikka 1999), the strategic viewpoint necessitates radical changes
in philosophers’ ideas of what the task of epistemology is and how it can
be achieved. For one thing, it is the strategic viewpoint that enables us to
uncover the logic of discovery mentioned earlier. It turns out that in the case
of pure discovery—that is, in the case where all answers are known to be true—
the choice of the optimal question to be asked is essentially the same as the
choice of the optimal premise to draw an inference from in a purely deductive
situation. Thus, Sherlock Holmes was right: Strategically speaking, all good
reasoning consists of “deductions,” if only in the case of pure discovery.

But we can say more than that contexts of discovery can be theorized
about epistemologically and logically, notwithstanding the misguided tradi-
tional paradigm. It is contexts of justification that cannot be studied alone,
independently of the task of discovery. For discovery and justification have to
be accomplished both through the same process of inquiry as inquiry. Hence
the strategies of this process have to serve both purposes. There are no sep-
arate strategies of justification in isolation from strategies of discovery. For
instance, reaching the truth early, even by means of a risky line of thought,
may subsequently open previously unavailable avenues of justification.

Some other repercussions affect more directly the nitty-gritty detailed work
of epistemologists. Typically inquiry is thought of by them in terms of partic-
ular steps of the epistemological process. For instance, the justification of the
results of empirical inquiry is assumed to depend on the justifiability of the
several steps that have led to that conclusion—for example, in terms of what
“warrants” there are to back each of them up. Now, whatever else we may learn
from game theory, it is that a player’s performance can be judged absolutely
only in terms of his or her (or its, if the player is a team, a computer, or nature)
entire strategies. (The term “strategy” should here be taken in the strong sense
used in game theory, roughly amounting to a completely determined strategy.)
As a game theorist would put it, utilities can in the first place be associated
with strategies, not with individual moves.

From this it follows that no epistemological theory can tell the whole story
that deals only with rules for particular moves or with the epistemic eval-
uation of a single cognitive situation. Such a theory may yield us truths and
nothing but truths, but it does not tell the whole truth. This limitation obviously
applies, among other conceptualizations, to the rules of inductive inference,
to the rules of belief revision, and to all theories of inferential “warrants.”
But it applies even more centrally to most of the epistemological discussion
concerning the concept of knowledge. For the typical question concerning it in
traditional epistemology is whether a given body of evidence justifies bestow-
ing on a certain belief the honorific title “knowledge.” While such a question
perhaps makes sense, its place in a realistic theory of knowledge and knowl-
edge acquisition is marginal, and the question itself, glorified by philosophers
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as a question concerning the definition of knowledge, may not be answerable
in general terms.

The overall picture of the structure of the epistemological enterprise at
which we thus arrive is outlined in the central essay, “Epistemology without
Knowledge and without Belief” (Chapter 1). If we review the questioning pro-
cess through which we obtain our knowledge and justify it and inventory the
concepts employed in the process, we find all the notions of a logic of ques-
tions and answers, the notions of ordinary deductive logic, and something like
the notions of acceptance and rejection in the form of rules of bracketing and
unbracketing. We also find an notion roughly tantamount to the concept of
information. What we do not find are philosophers’ concepts of knowledge
and belief. Hence the problems of knowledge acquisition can be examined,
and must be examined, without using the two concepts. This is perhaps not sur-
prising, for if knowledge is going to be the end product of interrogative inquiry,
it cannot be one of the means of reaching this goal. The role of the concept of
knowledge deals with the evaluation of stages that our interrogative inquiry
has reached. But if so, it is not likely that such an evaluation can be carried out
independently of the subject matter at hand. And if so, the quest of a general
definition of knowledge, supposedly the main task of epistemologists, is a wild
goose chase. It can also be argued that belief should not be thought of as a
naturalistic state, either, but likewise as a term related to the evaluation of the
results of inquiry.

Admittedly, the logic of questions and answers that plays a crucial role in
interrogative inquiry involves an intensional epistemic notion. But this con-
cept is not the philosophers’ concept of knowledge, but something that could
perhaps most happily be called information. Unfortunately, Quine’s misguided
rejection of the analytic versus synthetic distinction has discouraged philoso-
phers from examining the notion of information, even though this term is
current as an epithet of our entire age. As a result, it has been purloined by
various specialists, from communication theorists to theorists of computational
complexity. In the essay “Who Has Kidnapped the Concept of Information?”
(Chapter 8), an attempt is made to find some method in this madness. Among
the main results reported in that essay, there is a distinction between two kinds
of information—depth information and surface information—the behavioral
indistinguishability of the two (this is the true element in Quine’s views), the
depth tautologicity of logical truths, the inevitable presence of factual assump-
tions in any measure of either kind of information, and the possibility of inter-
preting complexity theorists’ notion of information as a variant of surface
information. The consequences of these results require further analysis (and
synthesis).

A strategic viewpoint also relates the interrogative approach to episte-
mology to the theory of explanation. (See Halonen and Hintikka 2005.) A
convenient reference point in this direction is offered by the covering law
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explanation. In the simplest terms, according to this theory to explain an
explanandum E is to deduce it from a suitable theory or generalization T.
But neither what is true nor what is false in this covering law view has been
fully spelled out in the earlier discussion. In the essay “Logical Explanations”
(Chapter 7), it is spelled out, as the covering law theorists never did, in what
way a deduction of E from T can explain their connection. It is also argued
that procedurally and substantially, explaining does not consist of a deduction
of E from T but of the finding of the ad hoc facts A from which E follows in
conjunction with T.

As a bonus, we obtain in this way also an explicit analysis of how possible
explanations. Such explanations turn out to have an important function in
the overall strategies of inquiry in that they can be used to investigate which
answers perhaps an inquirer should perhaps bracket—namely, by examining
how the different answers could possibly be false.

Thus, epistemic logic turns out to be able to put several different aspects of
the epistemological enterprise to a new light. This it does by making possible
a viable theory of questions and answers, which in turn enables us to develop
a theory of information acquisition by questioning.
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Epistemology without Knowledge and without Belief

1. Knowledge and Decision-Making

Epistemology seems to enjoy an unexpectedly glamorous reputation in these
days. A few years ago, William Safire wrote a popular novel called The Sleeper
Spy. It depicts a distinctly post-Cold War world in which it is no longer easy to
tell the good guys—including the good spies—from the bad ones. To emphasize
this sea change, Safire tells us that his Russian protagonist has not been trained
in the military or in the police, as he would have been in the old days, but as
an epistemologist.

But is this with-it image deserved? Would the theory of knowledge that
contemporary academic epistemologists cultivate be of any help to a sleeper
spy? This question prompts a critical survey of the state of the art or, rather,
the state of the theory of knowledge. I submit that the up-to-date image is
not accurate and that most of the current epistemological literature deals with
unproductive and antiquated questions. This failure is reflected in the concepts
that are employed by contemporary epistemologists.

What are those concepts? It is usually thought and said that the most cen-
tral concepts of epistemology are knowledge and belief. The prominence of
these two notions is reflected in the existing literature on epistemology. A
large chunk of it consists in discussions of how the concept of knowledge is
to be defined or is not to be defined. Are those discussions on the target? An
adequate analysis of such concepts as knowledge and belief, whether it is cal-
culated to lead us to a formal definition or not, should start from the role that
they play in real life. Now in real life we are both producers and consumers of
knowledge. We acquire knowledge in whatever ways we do so, and we then
put it to use in our actions and decision-making. I will here start from the
latter role, which takes us to the question: What is the role that the notion of
knowledge plays in that decision-making?

To take a simple example, let us suppose that I am getting ready to face a
new day in the morning. How, then, does it affect my actions if I know that it will
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not rain today? You will not be surprised if I say that what it means is that I am
entitled to behave as if it will not rain—for instance to leave my umbrella home.
However, you may be surprised if I claim that most of the important features
of the logical behavior of the notion of knowledge can be teased out of such
simple examples. Yet this is the case. My modest example can be generalized.
The role of knowledge in decision-making is to rule out certain possibilities. In
order to use my knowledge, I must know which possibilities it rules out. In other
words, any one scenario must therefore be either incompatible or compatible
with what I know, for I am either entitled or not entitled to disregard it. Thus
the totality of incompatible scenarios determines what I know and what I do
not know, and vice versa. In principle, all that there is to logic of knowledge
is this dichotomy between epistemically impossible and epistemically possible
scenarios.

It is also clear how this dichotomy serves the purposes of decision-making,
just as it does in my mini-example of deciding whether or not to take an
umbrella with me. But the connection with overt behavior is indirect, for what
the dichotomy merely demarcates are the limits of what I am entitled to disre-
gard. And being entitled to do something does not always mean that I do it. It
does not always show up in the overt ways one actually or even potentially acts.
For other considerations may very well enter into my decision-making. Maybe
I just want to sport an umbrella even though I know that it need not serve its
function of shielding myself from rain. Maybe I am an epistemological akrates
and act against what I know. The connection is nevertheless real, even though
it is a subtle one. There is a link between my knowledge and my decisions, but
it is, so to speak, a de jure connection and not a de facto connection. I think that
this is a part of what John Austin (1961(a)) was getting at when he compared
“I know” with “I promise.” To know something does not mean simply to have
evidence of a superior degree for it, nor does it mean to have a superior kind
of confidence in it. If my first names were George Edward, I might use the
open-question argument to defend these distinctions. By saying “I promise,”
I entitle you to expect that I fulfill my promise. By saying “I know,” I claim
that I am entitled to disregard those possibilities that do not agree with what
I know. There is an evaluative element involved in the concept of knowledge
that does not reduce to the observable facts of the case. Hence, it is already
seen to be unlikely that you could define what it means to know by reference
to matters of fact, such as the evidence that the putative knower possesses or
the state of the knower’s mind.

This evaluative element is due to the role of knowledge in guiding our
life in that it plays a role in the justification of our decisions. This role deter-
mines in the last analysis the logic and in some sense the meaning of knowl-
edge. A Wittgensteinean might put this point by saying that decision-making
is one of the language-games that constitute the logical home of the concept of
knowledge. You can remove knowledge from the contexts of decision-making,
but you cannot remove a relation to decision-making from the concept of
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knowledge. For this reason, it is among other things misguided in a fundamen-
tal way to try to separate epistemic possibility from actual (natural) possibility.
Of course, the two are different notions, but the notion of epistemic possibil-
ity has conceptual links to the kind of possibility that we have to heed in our
decision-making. For one thing, the set of scenarios involved in the two notions
must be the same.

But the main point here is not that there is an evaluative component to
the notion of knowledge. The basic insight is that there is a link between the
concept of knowledge and human action. The evaluative element is merely a
complicating factor in the equation. The existence of a link between the two
is not peculiar to the notion of knowledge. There is a link, albeit of a different
kind, also in the case of belief. In fact, the conceptual connection is even more
obvious in the case of belief. Behavioral scientists have studied extensively
decision principles where belief constitutes one component, as, for instance,
in the principle of maximizing expected utility. It usually comes in the form
of degrees of belief. (They are often identified with probabilities.) Typically,
utilities constitute another component. Whether or not such explicit decision
principles capture the precise links between belief and behavior, they illustrate
the existence of the link and yield clues to its nature.

Indeed, from a systematic point of view, the relative roles assigned to knowl-
edge and to belief in recent epistemology and recent decision theory cannot
but appear paradoxical. Belief is in such studies generally thought of as a direct
determinant of our decisions, whereas knowledge is related to action only indi-
rectly, if at all. Yet common sense tells us that one of the main reasons for look-
ing for more knowledge is to put us in a better position in our decision-making,
whereas philosophers often consider belief—especially when it is contrasted
with knowledge—as being initially undetermined by our factual information
and therefore being a much worse guide to decision-making. Probability is
sometimes said to be a guide to life, but surely knowledge is a better one. Or,
if we cannot use black-or-white concepts here, shouldn’t rational decision-
making be guided by degrees of knowledge rather than degrees of mere
belief?

The same point can perhaps be made by noting that in many studies of
decision-making, a rational agent is supposed to base his or her decisions on
the agent’s beliefs (plus, of course, utilities) and then by asking: Would it not
be even more rational for the agent to base his or her decisions on what the
agent knows?

In order for a rational agent to act on his or her belief, this belief clearly must
be backed up by some evidence. Otherwise, current decision theory makes lit-
tle sense. The difference is that the criteria of what entities are to act are
different in the case of belief from what they are in the case of knowledge.
If I act on a belief, that belief must satisfy my personal requirements for that
role. They may vary from person to person. In contrast, the criteria of know-
ing are impersonal and not dependent on the agent in question. In order
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to define knowledge as distinguished from beliefs, we would have to spell
out those impersonal criteria. This is obviously an extremely difficult task at
best.

Another fact that complicates the connection between knowledge and
behavior—that is, between what I know and what I do—is that in princi-
ple, this link is holistic. What matters to my decisions in the last analysis is
the connection between the totality of my knowledge. There is not always
any hard-and-fast connection between particular items of knowledge and my
behavior. In principle, the connection is via my entire store of knowledge. This
is reflected by the fact emphasized earlier that the dichotomy that determines
the logic of knowledge is a distinction between scenarios that are ruled out by
the totality of what I know and scenarios that are compatible with the totality of
my knowledge and that I therefore must be prepared for. The same feature of
the concept of knowledge also shows up in the requirement of total evidence
that is needed in Bayesian inference and which has prompted discussion and
criticism there. (See, e.g., Earman 1992.)

To spell out the criteria of the justification involved in the applications of
the concept of knowledge is to define what knowledge is as distinguished from
other propositional attitudes. Characterizing these conditions is obviously a
complicated task. I will return to these criteria later in this chapter.

2. The Logic of Knowledge and Information

Meanwhile, another dimension of the concept of knowledge is brought out
by homely examples of the kind I am indulging in. By this time it should be
clear—I hope—that it is extremely hard to specify the kind of entitlement or
justification that knowing something amounts to. This difficulty is perhaps suf-
ficiently attested to by the inconclusiveness of the extensive discussions about
how to define knowledge that one can find in the literature. (See, e.g., Shope
1983.) But another aspect of this notion is in principle as clear as anything one
can hope to find in philosophical analysis (or synthesis). It may be difficult
to tell whether a certain propositional attitude amounts to knowledge, belief,
opinion or whatnot, but there is typically no difficulty in spelling out the con-
tent of any one of these attitudes on some particular occasion. Here, the lesson
drawn from my rain-and-umbrella example is applicable. It was seen that what
someone knows specifies, and is specified by, the class of possible scenarios that
are compatible with what he or she knows. And such classes of scenarios or
of “possible worlds” can be captured linguistically as the classes of scenarios
(alias possible worlds) in which a certain sentence is true. Indeed, for Mon-
tague (1974, p. 153) such classes of possible worlds (or, strictly speaking, the
characteristic functions of these classes, in the sense of functions from possible
worlds to truth-values) are propositions. In this way, the content of a propo-
sitional attitude can normally be captured verbally. For another instance, for
Husserl (1983, sec. 124), the task would be to capture the noematic Sinn of an
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act, which he says can in principle always be accomplished linguistically—that
is, in Husserl’s terminology, through Bedeutungen.

Let us now call the members of the class of scenarios admitted by some-
one’s knowledge that someone’s epistemic alternatives. That I know that it
will not rain today means that none of the scenarios under which the wet stuff
falls down are among my epistemic alternatives, and likewise for all knowing
that statements. What the concept of knowledge involves in a purely logical
perspective is thus a dichotomy of the space of all possible scenarios into those
that are compatible with what I know and those that are incompatible with my
knowledge. What was just seen is that this dichotomy is directly conditioned
by the role of the notion of knowledge in real life. Now this very dichotomy
is virtually all we need in developing an explicit logic of knowledge, better
known as epistemic logic. This conceptual parentage is reflected by the usual
notation of epistemic logic. In it, the epistemic operator Ka (“a knows that”)
receives its meaning from the dichotomy between excluded and admitted sce-
narios, while the sentence within its scope specifies the content of the item of
knowledge in question.

Basing epistemic logic on such a dichotomy has been the guiding idea of my
work in epistemic logic right from the beginning. I have seen this idea being
credited to David Lewis, but I have not seen any uses of it that predate my
work.

But here we seem to run into a serious problem in interpreting epistemic
logic from the vantage point of a dichotomy of excluded and admitted scenar-
ios. Such an interpretation might seem to exclude “quantifying in”—that is to
say, to exclude applications of the knowledge operator to open formulas for
them, it would not make any sense to speak of scenarios in which the content
of one’s knowledge is true or false. Such “quantifying in” is apparently indis-
pensable for the purpose of analyzing the all-important wh-constructions with
knows. For instance, “John knows who murdered Roger Ackroyd” apparently
must be expressed by

(∃x)KJohn(x murdered Roger Ackroyd) (1)

as distinguished from

KJohn(∃x)(x murdered Roger Ackroyd) (2)

which says that John knows that someone murdered the victim and hence can
serve as the presupposition of the question, “Who murdered Roger Ackroyd?”

But in (1), the notion of knowledge apparently cannot be interpreted by
reference to a distinction between admitted and excluded scenarios. The rea-
son is that the knowledge operator in (1) is prefixed to an open formula. Such
an open formula cannot be said to be true or false in a given scenario, for its
truth depends on the value of the variable x. Hence it cannot implement the
required dichotomy.


